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Abstract – Holographic‑Type Communication (HTC) is an important technology that will be supported by 6G and Beyond
wireless systems. It provides truly immersive experience for a large number of novel applications, such as holographic telep‑
resence, healthcare, retail, education, training, entertainment, sports, and gaming, by displaying multi‑view high resolution
3D holograms of humans or objects/items and creating multi‑sensory media (mulsemedia), including audio, haptic, smell,
and taste. HTC faces great challenges in transmitting high volume data with guaranteed end‑to‑end latency which cannot
be addressed by existing communication and networking technologies. The contribution of this paper is two‑fold. First, it
introduces the basics and generic architectures of HTC systems. The encoding and decoding of hologram andmulsemedia are
discussed, and the envisioned use cases and technical requirements are introduced. Second, this paper identiϔies limitations
of existing wireless and wired networks in realizing HTC and points out the promising 6G and Beyond networking technolo‑
gies. Particularly, for HTC sources, the point cloud encoding and mulsemedia creation and synchronization are introduced.
For HTC networking, new directions and associated research challenges, such as semantic communications, deterministic
networks, time sensitive networks, distributed encoding and decoding, and predictive networks, are discussed as they may
enable high data rates communications with guaranteed end‑to‑end latency. For HTC destinations, the heterogeneity of HTC
devices, synchronization, and user motion prediction are explored and associated research challenges are pointed out. Video
communicationwith 2D contents has profoundly changed our daily life andworking style. HTC is amore advanced technology
that provides 3D immersive experiences, which will become the next research frontier.

Keywords – 6G and Beyond, holographic‑type communication, holographic teleportation, mulsemedia, point cloud,
mulsemedia synchronization, semantic communications, deterministic/time sensitive/predictive networks, distributed
encoding and decoding.

1. INTRODUCTION
A hologram is a recording of a light ϐield that consists of
the original properties of depth and parallax of 3D hu‑
mans and objects/items. Holography is a technology that
is used to record and generate holograms. Holography
was developed byDennis Gabor in 1948 [1], who received
the Nobel Prize for Physics in 1971. Since then, vari‑
ous technologies have been developed to create and dis‑
play holograms. Different from videos and images, which
are displayed on 2D screens, a hologram requires a large
amount of data todemonstrate the truly3Dstructurewith
additional depth and parallax features. Typically, holo‑
grams require several Gbps or even Tbps data rates de‑
pending on the hologram size and resolution. As a re‑
sult, hyper real hologramsareusually generated and (par‑
tially) displayed at the same location without any remote
transmission due to the limited network bandwidth.
What is Holographic‑Type Communication (HTC)?
HTC can send holograms and other Multi‑sensory me‑
dia (Mulsemedia) through wireless and wired networks
to remote locations. An HTC system mainly comprises
three parts, namely, the source, networks, and the desti‑
nation. Holograms andmulsemedia are created or stored
at the source, sent through HTC networks, and rendered

and presented at the destination. To provide truly im‑
mersive experiences, HTC will leverage all ϐive senses of
human perception, including sight, hearing, touch, smell,
and taste. Future HTC systems may even include skin
senses such as temperature, wind, moisture, etc. Gener‑
ally, the media that include three or more human senses
aremulsemedia [2]–[4], whichwill play an important role
in HTC systems. Mulsemedia are created using various
sensors on the source side and presented using different
actuators on the destination side. HTC is one of the en‑
abling technologies for the metaverse which is a network
of 3Dvirtualworldswith a focus on social connections [5].

A Brief History of HTC. The transmission of holograms
has been studied and implemented for more than a
decade in some ideal scenarios with limited QoE. In 2008,
Cisco demonstrated the On‑Stage TelePresence Experi‑
ence, where a user from India met virtually with two
users from the United States. Different from video con‑
ferencing where remote users are displayed on a 2D
(two‑dimensional) screen, the holographic system dis‑
played the two remote users on a 3D (three‑dimensional)
display as life‑size holograms. With sufϐicient resolu‑
tion, the holograms looked the same as remote users and,
thus, the system could provide immersive experiences.
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Hologram and 
Holographic Display

Fig. 1 – David Nussbaum (the founder of US holograms ϐirm Proto) on
the right‑hand side and the hologram on the left‑hand side. The holo‑
graphic system is Proto [6], [7].

The Telehuman project (the Telehuman in 2012 [8] and
the Telehuman2 in 2018 [9] ) demonstrated low‑cost de‑
signs of HTC using cylindrical holographic displays. The
Telehuman2 can provide 10 frame‑per‑second (fps) and
the latency from capture to projection is about 200 ms.
Also, instead of using advanced light ϐield displays, Head‑
Mounted Displays (HMD) for eXtended Reality (XR) [10],
e.g., Microsoft HoloLens, are used to display holograms.
TheLiveScan3Ddeveloped in2015 candisplayholograms
in the same room as the user [11]. In [12], three differ‑
ent communication distances are considered. The source
was located at Guildford in the UK and three destinations
were in London, UnitedKingdom (RoundTripTime (RTT)
is around 4 ms), Virginia, United States (RTT is around
85 ms), and Seoul, South Korea (RTT is around 285 ms).
Generally, the user in London could obtain 30 fps reli‑
ably, while the user in Seoul experienced degraded per‑
formances. More recently, holographic technologies have
been widely used in various entertainment events, such
as The Whitney Houston Hologram Tour since 2020 [13]
and the ABBA Voyage Concert in 2022 [14]. Although the
past decade has witnessed a surge in HTC, existing pro‑
totypes are constrained by low frame rates and resolu‑
tion. It is a great challenge to transmit holographic data
in existing networks due to the large data size and strict
requirement of latency. The development of the next‑
generation wireless and wireline networks, such as 6G
and Beyond, and the employment of Artiϐicial Intelligence
(AI)/Machine Learning (ML) in networking and commu‑
nications, have made it possible to provide high‑quality
hyperreal HTC. It is anticipated that HTC will be an im‑
portant use case in the Networking 2030 [15].
Contributions. The contribution of this paper is two‑
fold:

• First, we introduce the basics and the generic HTC
system architecture with emphasis on the technolo‑
gies used for sources, networking, and destinations.
Also, we provide typical use cases and discuss the re‑
lated technical challenges. This part aims to intro‑
duce HTC systems in a general way.

• Second, we identify the research gaps and challenges
for the HTC systems and point out potential solu‑
tions that need to be developed in 6G and Beyond

wireless systems. Speciϐically, we discuss the HTC
enabling technologies and research directions in the
transport layer, network layer, data link layer and
physical layer. New protocols that have the potential
to improvenetwork throughput andprovide services
with guaranteed and bounded end to end latency are
introduced. Also, we summarize existing research
progresses and available open source research tools,
which can facilitate the development of HTC systems.

It should be noted that HTC is different from holo‑
graphic MIMO surfaces [16]. HTC is a kind of multi‑
media/mulsemedia communication technology and the
hologram in HTC is a 3D representation of objects or
users. Holographic MIMO surfaces use a large number
of antennas or intelligent surfaces to generate arbitrary
beams to improve wireless communication performance.
The hologram in holographic MIMO is generated using
wireless signals at different frequency bands.
The rest of this paper is organized as follows. In Section 2,
we introduce the basics of hologram and HTC. After that,
wediscuss theHTCuse cases in Section3. In Section2 and
Section 3, we explain the differences betweenHTC and ex‑
isting multimedia and XR technologies. The HTC system
architecture and basic technical requirements are given
in Section 4. Then, we discuss the research directions and
potential solutions in Section 5. Finally, this paper is con‑
cluded in Section 6. The structure of this paper is shown
in Fig. 2.

2. HOLOGRAM AND HOLOGRAPHIC‑TYPE
COMMUNICATION

In this section, we introduce how holograms are created
and displayed. Then, we discuss the ϐive senses of human
perception and mulsemedia. Last, we introduce HTC and
its advantages in creating truly immersive experiences.

2.1 Hologram
A hologram is a recording of the light ϐield which pre‑
serves the original depth and parallax of real 3D objects.
Computer‑generated holograms can be divided into two
categories, namely, image‑based solutions and volume‑
based solutions [17]. The image‑based solutions, such as
light ϐield videos, use a large number of images from dif‑
ferent angles captured by camera arrays. The resolution
is determined by the spatial angle interval between cam‑
eras. The volume‑based solutions, such as point cloud,
represent real 3D objects using 3D volume pixels. Holo‑
grams are different from typical 3D images. 3D images
rely on special glasses to generate 3D effects. On the con‑
trary, holograms can be observed with naked eyes.

2.2 Hologram Creation and Display
Camera arrays are used to capture images of the 3D ob‑
ject from different angles. These images are processed to
generate 3D objects based on information of depth and
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Fig. 2 – The structure of this paper.

Fig. 3 – Point cloud of a lion: (a) 100% points; (b) randomly sampled
10% points; (c) interval sampling of every 10 points of the point cloud
data; and (d) 100% points considering roughness of [0,1.5]. Code was
adopted from [18].

parallax. Next, we mainly focus on the point cloud due
to its high efϐiciency in representing 3D objects. Com‑
pared with light ϐield holograms using a large number of
images, point cloud has a relatively small size that can be
efϐiciently processed and transmitted, and it has become
the major trend of holographic representation [17].
In point cloud, 3D objects are represented by points with
different locations and attributes. Color and other at‑
tributes can be added to point cloud, e.g., P ∈ ℝ𝑁×7,
where 𝑁 is the number of points, and each point is
represented by [𝑥, 𝑦, 𝑧, 𝑟, 𝑔, 𝑏, 𝑠] which includes its loca‑
tion [𝑥, 𝑦, 𝑧] in a Cartesian Coordinate System, RGB color
[𝑟, 𝑔, 𝑏], and roughness 𝑠. In Fig. 3, the point cloud model
of a lion is shown. In Fig. 3(a), 100% of the points are
shown. In Fig. 3(b), we randomly sampled and plotted
10% of all the points. Here, we can observe that the res‑
olution decreases. In Fig. 3(c), we use interval sampling

by selecting 1 point in every 10 points. Last, in Fig. 3(d),
we consider the roughness in [0,1.5] and use 100% of the
points. The ϐigures were created using the code in [18].
From Fig. 3, we see that the quality of the 3D lion is di‑
rectly related to the number of points and the associated
attributes. However, more points require larger storage
space and communication bandwidth.
Todisplay thepoint cloudobjects, it is necessary to render
the content for different observation angles. For example,
if a user is moving, the user should observe the lion from
different angles. Otherwise, if the user observes the same
image, then it is a traditional 2D image. There are mainly
three types of displays for HTC [19] and a comparison is
given in Fig. 4.

• XR Head‑Mounted Display. HMDs are widely used
inXR, includingAugmentedReality (AR),MixedReal‑
ity (MR), and Virtual Reality (VR), which provide two
different views for the left eye and right eye to create
the same effect as real human observations. Users
have to use XR HMDs to observe holograms [10]. XR
HMDs can only support a limited number of view an‑
gles, and users may experience severe fatigue after
prolonged use. However, since the display is close
to eyes, there is a limited amount of information that
needs to be transmitted to theHMD, and the required
bandwidth is small compared to the light ϐield dis‑
plays.

• Multi‑viewVolumetricDisplay. It can supportmul‑
tiple view angles without using any glasses or HMDs.
However, its capability in terms of the number of
view angles is still limited, compared with the light
ϐield display. It is a relatively small holographic dis‑
play that can be used for mobile devices and holo‑
graphic monitors. Usually, it can only support one
user, and eye‑tracking technologies can be used to
adaptively render the holographic content.

• Light Field Display. It can provide thousands of
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Fig. 4 – Comparison of displays. The volumetric display is Voxon VX1
and the image is from [24]. The image of light ϐield display is from [25].
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Fig. 5 – Architecture of light ϐield displays.

view angles and support multiple users simultane‑
ously [20], [21]. External glasses and HMDs are not
required. A 2D array of hogels are used in light ϐield
display, and each of the hogel can generate different
light intensity in different directions to recreate the
light ϐield [22], [23], as shown in Fig. 5. The holo‑
graphic data are stored locally or received from re‑
mote locations, which are processed tomodulate the
light in each hogel. A hogel is controlled by using a
vector, including the hogel’s location in the 2D hogel
array and a directional vector to describe the emitted
light direction. Similar to antenna arrays, the hogels
forman array to generate light ϐields and create holo‑
grams. In reality, when we observe an object, we see
reϐlected light ϐield from the object. The light ϐield
display generates such a light ϐield to show 3D ef‑
fects.

Light ϐield display is anticipated to be widely used in fu‑
ture HTC systems since it can provide a hyperreal user
experience. The required data rates of light ϐield display
depend on its size, hogel intensity, and directional reso‑
lution (𝐷𝑟). The directional resolution is determined by
the hogel size, e.g., for a square hogel, 𝐷2

𝑟 represents the
number of rays that can be generated. For example, for a
1.5m× 0.75mdisplaywith 0.5mmhogels and𝐷𝑟 = 128,
which can be used to display human beings, the data of a
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Fig. 6 – Holographic‑type communication with ϐive senses compared
with other multimedia technologies.

single frame is

𝐵 = 1.5 × 0.75
0.00052 × 1282 × 3 ≈ 221 GB, (1)

wherewe consider that the RGB bytes per pixel is 3. More
details of the calculation can be found in [22]. If the dis‑
play is used for real‑time HTC, consider a 30 frame‑per‑
second refresh rate, the required data rate is 6.63 TBps.
Such a high data rate is beyond the transmission capa‑
bility of today’s Internet, which motivates us to investi‑
gate newdesigns of fundamental communication andnet‑
working systems to support HTC with light ϐield displays
at the destination.

2.3 Holographic‑type Communication and
Mulsemedia

HTC aims to provide truly immersive experiences for
users. Human perceptions use ϐive basic senses: sight,
hearing, touch, smell, and taste. Simply sending the holo‑
gram froma source to a virtual or remote destination can‑
not provide immersive experiences. The truly immersive
experience should leverage all available human senses.
For example, the user at the destination can experience
the same surrounding environment as the user at the
source, i.e., the user at the destination is virtually in the
same space as the user at the source. Moreover, if the
hologram is an animal, e.g., a lion, the user at the remote
destination can see, hear, touch, and smell the lion as if the
user was standing next to it. To provide such an immer‑
sive user experience, various sensors and actuators have
to be employed. Besides the ϐive basic senses, some other
senses can further improve the user experiences, such as
the sense of balance and location, the awareness of cold
and wind based on our skin, etc.
As shown in Fig. 6, most multimedia technologies only
use one or two senses. Recently, XR and haptic communi‑
cation have leveraged touch to develop more interactive
and immersive applications. Although some XR devices
can also offer smell and taste senses, they are not widely
adopted. Also, XR uses HMD which is an integrated plat‑
form for various sensors and actuators. For XR,mulseme‑
dia can be created and presented using HMDs. HTC sys‑
tems without HMDs have to use external sensors and ac‑
tuators, which is a challenging issue.
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hologram displayed using XR HMDs.

Mulsemedia is the media that include three or more
senses [2], [3]. Multimedia, including videos, audio, im‑
ages, etc., uses cameras andmicrophones at the source to
collect data. At the destination, videos and images can be
displayedonmonitors and the audio ϐiles canbeplayedby
speakers. Similarly, mulsemedia use various sensors at
the source to collect data and various actuators, displays,
and speakers at the destination to regenerate the environ‑
ment. As shown in Fig. 7, the source performs data acqui‑
sition and compression. Source sensors are placed at dif‑
ferent locations, and it is important to ensure that the col‑
lect data is synchronized. Otherwise, the user at the desti‑
nationmay experience inconsistent senses. Once the des‑
tination receives mulsemedia data, it decompresses the
data and processes the rendering. HTC systems may not
be able to use all of the senses due to the lack of sensors or
actuators. Users or applications can select the senses that
will be used depending on the hardware and concerns of
privacy and security issues.
HTC is a unique technology that differs from XR. Their re‑
lations are shown in Fig. 8. XR users can leverage HMDs
to access HTC contents. But XR is not the only way nor
the major way in the future to get access to HTC content.
Users without HMDs can observe and experience HTC
contents with naked eyes and light ϐield displays. There‑
fore, HTC and XR have intersections, but each of them has
its unique aspects.

3. USE CASES

In this section, we introduce the HTC use cases, which
are classiϐied into ϐive categories, namely, holographic
telepresence and conferencing, education and training,
healthcare, entertainment, and remote assistance. It is
impossible to enumerate all the HTC use cases. We se‑
lect these use uses because they will generate profound

impacts on the way we live. As the Networking 2030 and
6G and Beyond wireless systems become available, these
use cases will stimulate technology innovations and cre‑
ate new business models.

3.1 Holographic Telepresence and Conferenc‑
ing

Holographic telepresence will be one of the major appli‑
cations of HTC. As shown in Fig. 9, the user from differ‑
ent locations can meet as holograms. The HTC system
at each location includes two major components, namely,
the sensory booth and the holographic display. The sen‑
sory booth has cameras to generate point cloud of the
user. Other sensors and actuators may also be installed
to create and play mulsemedia. The holographic display
shows the remote users’ hologram.

There is another format of holographic telepresence,
where holograms are created by computers without the
sensory booth in Fig. 9. Consider the Whitney Houston
HologramTour, where the singer’s hologram is created by
computers rather than using cameras to record the light
ϐield.

Online shopping has signiϐicantly changed our lives, espe‑
cially during a pandemic. However, it is always challeng‑
ing to have an accurate idea about the size, color, smell,
and many other attributes of online products by sim‑
ply reading descriptions and looking at images or videos.
HTC allows users to view the product with the same size,
color, and 3D geometry. Some other senses such as the
smell of ϐlowers can also be delivered to HTC users. Ad‑
vanced HTC systems can also allow users to get into a vir‑
tual shoppingmallwith a largenumber of products. Users
with smart gloves can pick up products and put them into
a holographic cart. Such a kind of virtual shopping expe‑
rience is hyperreal that the usermay not be able to distin‑
guish it from in‑person shopping.

Video conferencing has played an important role during
the COVID‑19 pandemic. It can bring users from any loca‑
tion tomeetwith each other virtually. The format of video
conferences is drastically different from real in‑person
conferences. Video conference users have to look at 2D
screens which display remote users with reduced physi‑
cal dimensions. Compared to video conferences, HTCpro‑
vides more immersive user experiences. The holographic
display is large enough to display remote users with their
real physical heights. Usersmay not be able to distinguish
the difference between holographic conferences and real
in‑person conferences if the QoE is high enough. With
smart gloves, holographic conferences can even support
handshakes. An example of holographic conference is
shown in Fig. 10a, where holographic speakers are pro‑
jected on to the screen to deliver lectures to the audience
at Imperial College London.
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Fig. 9 – Illustration of holographic telepresence.

(a) Hologram lectures at Imperial College London
[26]. The life‑size holographic speakers in the mid‑
dle are projected onto a display.

(b)Hologram curriculumdeveloped by Pearson and
Microsoft is used to train nurses [27].

(c) A doctor uses the holographic display during a
cardiac ablation procedure [28].

(d) 3D reconstruction of a soccer game using XR
HMDs [29].

(e) Boxing broadcast developed by Condense Real‑
ity [30].

(f) Axiom Holographics (formerly Euclideon Holo‑
graphics) hologram arcade table [31], [32].

Fig. 10 – Examples of holographic‑type communication use cases.

3.2 Education and Training
Similar to holographic conferencing, students and teach‑
ers can also meet using HTC. Besides telepresence, teach‑
ingmaterials can also be developed into holograms to en‑
gage students. Currently, students need the imagination
to understand complex concepts, especially 3D concepts
such as electromagnetic ϐield propagation and gradients
of high‑order functions. With HTC, students can observe
the 3D phenomena directly. As shown in Fig. 10b, holo‑
grams are used to train nurses using Microsoft HoloLens
[27]. High‑cost equipment and devices can also be con‑
verted into holograms, and students can virtually use
them to reduce the cost.

3.3 Holographic Healthcare
HTC can support remote healthcare. For example, for con‑
tagiousdiseases, thedoctor and thepatient can communi‑
cate using HTC without any direct contact. HTC can pro‑
vide richer information than remote doctor visits using
videos. Besides looking at the patient’s face, the doctor

can also observe the patient’s behavior through a holo‑
graphic display. The doctor can check the patient’s body
with smart gloves (deliver haptic signals). On the pa‑
tient’s side, sensor and actuator arrays are required to
collect haptic signals. Moreover, remote surgery can be
conducted with robots. The doctor can see a hologram of
the patient and perform surgery on the hologram. The ac‑
tions of the doctor can be replicated by a robot on the pa‑
tient’s side. Currently, doctors have adopted holograms to
assist surgery, as shown in Fig. 10c. Remote transmission
of holograms will make healthcare more accessible.

3.4 Holographic Entertainment
Entertainment can provide more immersive experiences
using HTC than using 2D screens. Television, sports
broadcasting, and gaming can be drastically changed.

Holographic Television. The holographic content,
such as news, advertisement, and movies, can be broad‑
cast using HTC technologies by providers. Advanced
holographic displays, such as the light ϐield display,
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can be used by end users as a television. Compared to
existing 2D Televisions, holographic televisions provide
hyperreal 3D contents.

Holographic Sports. Sports broadcasting using 2D
screens is widely used. However, users have to follow the
view of the camera, and there is no way to see other play‑
ers outside of the view of the camera. Holographic sports
broadcasting can provide a 3D overview from any angle.
Consider that a soccer pitch can be projected on a coffee
table with a ϐlat holographic display on top. Users can see
3D players with reduced size. Instead of looking at a sin‑
gle or a few players, users can see the whole pitch as if
they were in the stadium. Fig. 10d shows an example of
using XR HMDs to display the 3D players on a table. Sim‑
ilarly, any sports such as badminton, tennis, and boxing
(as shown in Fig. 10e) can be broadcast using HTC.

Holographic Gaming. Holographic gaming can be non‑
immersive or immersive. The non‑immersive holo‑
graphic gaming uses holographic displays, e.g., a ϐlat holo‑
graphic display on a table. Users can control holograms of
characters, balls, cars, and airplanes. However, for non‑
immersive holographic gaming, users have to leverage
controllers, keyboards, and other tools as inputs. Users
can play non‑immersive holographic gaming with naked
eyes or they can use XR HMDs, speciϐically, Augmented
Reality (AR) and Mixed Reality (MR) glasses [10], to ob‑
serve holograms. The immersive holographic gaming is
played in a virtual world. Users can use occluded holo‑
graphic displays to get into a virtual worldwithout seeing
the real surrounding environment. Users can play games
as if they were the characters in the game. Note that, im‑
mersive holographic gaming can also be realized by us‑
ing Virtual Reality (VR) devices. Users with VR HMDs can
observe virtual holographic characters and environments
through the near‑eye display. The VR HMD is different
from the holographic display. Only users with the HMD
can observe the holographic content, while the light ϐield
display allows any user in front of the display to see the
holographic content.

3.5 Holographic Remote Assistance
HTC remote assistance can ϐind a large number of appli‑
cations. Consider that when a user needs assistance to ϐix
appliances, cars, or any machines, remote technical sup‑
port can only describe the solutions via phone. It is hard
to relate the description to the real location of the prob‑
lem. Although videos provide better illustration, the size
and angle of view make the interpretation challenging.
HTC can display the problem location in 3Dwith real size.
Technical support can show a demo to ϐix the problem. It
is easy for users to follow the procedure, which signiϐi‑
cantly improves the efϐiciency of after‑sales services.
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4. SYSTEM ARCHITECTURE AND TECHNI‑
CAL REQUIREMENTS

Holographic contents can be prerecorded and saved in
typical devices, such as external hard drive. Users play
the prerecorded holographic content anywherewith light
ϐield displays. In this case, there are no end‑to‑end com‑
munication issues. This paper focuses on different sce‑
narios where a source sends holographic contents to one
or multiple destinations. Speciϐically, there are the fol‑
lowing three scenarios.

• Low‑interactive HTC. This can be used for holo‑
graphic remote education, where teaching materials
are streamed from remote servers. Similar to a pre‑
sentation where we change slides every several min‑
utes, holographic materials need to be updated with
a low frequency. As a result, the low‑interactive HTC
can tolerate relatively long latency requirements.

• High‑interactive HTC. This can be used for live con‑
ferencing and remote control where ultra‑low la‑
tency, broad bandwidth, and high reliability are re‑
quired.

• HTC broadcasting. This can be used for live broad‑
casting of sports or public events. Users passively
receive holographic contents without interactions.
This application can tolerate long latency require‑
ments. Also, dynamic adaptive data packet transmis‑
sion can be adopted for efϐicient utilization of net‑
working resources.

4.1 System Architecture
A generic HTC system architecture is shown in Fig. 11,
which consists of the source, the destination, and net‑
works. In Fig. 11, the computing tasks, including modu‑
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lation, demodulation, encoding, decoding, and synchro‑
nization of aggregated data are mainly located at the
source and destination. The network connects the source
and destination. Next, we explain their main functionali‑
ties in this context.

• Source. The source mainly has three functions.

1. It uses various sensors to capture images,
sound, haptic signals, and even smell and taste
signals.

2. It processes the aggregated data. For example,
it can generate point cloud using images from
different angles. Also, the source can synchro‑
nize multi‑sensory data to ensure that times‑
tamps are correctly generated. More impor‑
tantly, the source has to encode and compress
the holographic data andmulsemedia to reduce
network trafϐic.

3. It utilizes HTC networking protocols to send
data packets.

• Network. The HTC networks (wireless or wired)
deliver a large amount of source data with guar‑
anteed and bounded end‑to‑end latency. Existing
technologies, such as software‑deϐined networking
(SDN), automatic network slicing, content caching,
Terahertzband utilization, etc., need to be tailored
to meet the requirements. New technologies, such
as semantic communications and deterministic net‑
working, new transport layer solutions, scheduling
algorithms for end‑to‑end latency control, etc., can
make HTC networks more robust and powerful.

• Destination. The destination receives and renders
data for display. It also has various actuators, e.g.,
olfaction and gustatory, to recreate the environment
at the source. The holographic display, actuators,
and speakers are placed at different locations, but
they also need to be synchronized. The synchro‑
nization can be conducted at the destination or in
the network, i.e., the data packets are delivered at
the scheduled time. Besides receiving and render‑
ing contents, the destination can actively correct er‑
rors, improve hologram and mulsemedia quality us‑
ing super‑resolution technologies, and perform mo‑
tion sensing to adaptively request services.

4.2 HTC Systems with Computing in The Net‑
work

The system architecture in Fig. 11 requires high com‑
putation capabilities at the source and destination. To
meet the requirements, high‑performance computers and
edge servers can be used. To allow low‑cost devices at
the source and destination, the computation must be of‑
ϐloaded to the network using Computing in the Network
(COIN) technologies [33], [34], as shown in Fig. 12. For
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Fig. 13 – HTC broadcasting system with heterogeneous destinations.
Table 1 – Projected future HTC development.

Current 5 Years 10 Years (6G &
Beyond)

Data Rates 1 Gbps 100 Gbps >1 Tbps
Refresh
Rates

≤30 fps 60 fps ≥90 fps

Distance Local Area Metropolitan Very Wide Area

example, sensors at the source can directly communicate
with actuators, displays, and speakers at the destination.
The source data can be transmittedwithout compression.
Depending on the network status, such as congestion and
available bandwidth, the compression is performed in the
network adaptively. Also, the network can decompress
and send rendered data to the destination. Edge servers,
cloud servers, and routers with computation capabilities
can be used. In this way, the computation burdens at the
source and destination are dramatically reduced.

4.3 HTC Broadcasting Systems
Besides end‑to‑end communication, HTCcanalso support
the broadcasting of prerecorded or live holographic con‑
tents, such as holographic TV, holographic video stream‑
ing, and asynchronous holographic education. As shown
in Fig. 13, holographic contents are stored in a server or a
data center. HTC is used to connect servers and end users.
Note that, the end users may use different devices includ‑
inghigh‑end light ϐield displays andXRHMDs. Someusers
may use traditional 2D displays. To serve a large number
of users, the holographic contents have to be rendered for
different end users based on QoE requirements.

4.4 Technical Requirements of HTC
HTC is a complex system using knowledge from many
technical areas, such as display, sensors, actuators, data
compression, wireless communication, computer net‑
working, etc. In this paper, we focus on the requirements
and challenges that are related to HTC coding, communi‑
cations and networking, which mainly consist of the fol‑
lowing four aspects.

• Data rates. As discussed in Section 2, the holo‑
graphic display requires data rates as high as sev‑
eral Terabytes per second. Although efϐicient encod‑
ing and distributed COIN can reduce the required
data rates to Gigabytes per second or even several
hundreds of Megabytes per second, this increases la‑
tency due to computation. Thus, HTC requires un‑
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Table 2 – Comparison of technical requirements among videos, VR, AR and MR, and HTC.

Video VR MR & AR HTC

Data Rates 35‑140 Mbps 25 Mbps‑5 Gbps 25 Mbps‑5Gbps 1‑10 Tbps
Latency 15‑35 ms <20 ms <10 ms <1 ms
Synchronization Audio/Video Multiple Tiles Multiple Tiles Thousands Views & Senses

Devices Smart Devices/
Computers

Head‑Mounted
Displays

Head‑Mounted Displays
(Smart Glasses)

NakedEyesorHead‑Mounted
Displays

precedented high data rates, and today’s networking
technologies need to be reexamined and upgraded to
support it. The projected HTC data rates, frame‑per‑
second, and communication distance are shown in
Table 1. It is anticipated that the 6G and Beyond sys‑
tems [35] will support high‑quality HTC across very
wide areas.

• End‑to‑end latency. The latency in HTC networks
consists of data acquisition, encoding, communi‑
cation, networking, decoding, display and actua‑
tion. For high‑interactive applications, such as holo‑
graphic gaming, the overall end‑to‑end latency has to
be lower than 20 ms to avoid sickness. Data acquisi‑
tion, encoding, decoding, and display may use up the
20 ms. As a result, the latency budget for communi‑
cation and networking can be lower than 1 ms. This
will limit the distance between the source and desti‑
nation because the transmission of data packets can‑
not be faster than the speed of light.

• Lightweight computation. HTC requires a signiϐi‑
cant amount of computations to optimize the trans‑
mission. Lightweight computation algorithms and
frameworks need to be designed to support portable
devices that users can access ubiquitously. For ex‑
ample, a user can project holographic content onto
a light ϐield display using smartphones or tablets.
Moreover, the lightweight computation can reduce
the end‑to‑end latency and provide high QoE.

• Mulsemedia synchronization. HTC systems have
a large number of sensors, actuators, displays, and
speakers. Various types of data have to be synchro‑
nized and presented at the destination to avoid any
mismatch. HTC systems need to synchronize thou‑
sands of views, as well as ϐive basic senses of human
perceptions.

A comparison of technical requirements among videos,
VR, AR and MR, and HTC is given in Table 2. The approx‑
imated data was adopted from [36] and [10]. We noticed
that there are some scenarios where the parameters vary
signiϐicantly. This Figure can only provide a general de‑
scription of the differences.

5. RESEARCH DIRECTIONS AND POTEN‑
TIAL SOLUTIONS

In this section, we discuss the research directions and po‑
tential solutions to realize high‑QoE HTC systems. We fo‑
cus on the standards and techniques at the sources, net‑
works, and destinations. Although we discuss them sepa‑
rately, the sources, networks, and destinations are cohe‑
sively connected and mutually affect each other. For ex‑
ample, a strong data compression rate at the source gen‑
erates less trafϐic for the network. Also, edge intelligence
[37] at the source, network, and destination is an impor‑
tant technology that can jointly optimize the HTC system
tomeet the technical requirements. At the end of this sec‑
tion, wediscuss the existingHTC testbeds, aswell as avail‑
able software and hardware for prototype development.
Traditional multimedia communications buffer transmit‑
ted or received data to overcome network latency and
jitter issues. However, HTC requires high data rates (as
high as several Tbps) and unprecedented large buffers
which cannot be supported by existing systems with lim‑
ited memory. Speciϐically, the grand challenges for HTC
systems include:

• Develop efϐicient hologram encoding and decod‑
ing techniques. Directly sending uncompressed
holographic data can generate signiϐicant network
trafϐic which increases the end‑to‑end latency and
packet losses. Nevertheless, there is a trade‑off
between encoding and decoding efϐiciency and the
computation latency, i.e., a high encoding rate results
in long computation latency, and vice versa. It is
a challenging problem to jointly design optimal en‑
coding and decoding techniques by considering real‑
time network status and user Quality‑of‑Experience
(QoE) requirements.

• Deliver data packets with guaranteed and
bounded end‑to‑end latency that can be deϐined
automatically or by users. Since buffering HTC
data is challenging due to the large data size, it is
desirable to deliver HTC data packets at a prede‑
ϐined time in a deterministic way. In other words,
multiple ϐlows of HTC data packets can be delivered
in a synchronized way. Existing networks use the
best‑effort delivery, where the probability density
function of latency exhibits a long tail, and users
cannot conϐigure the latency. HTC Networks have to
allow applications/users to deϐine latency parame‑
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ters and deliver data packets with guaranteed and
bounded end‑to‑end latency.

• Precisely synchronize multiple senses. HTC sys‑
tems use multiple human perception senses which
require synchronization of multiple source sen‑
sors, displays, speakers, and actuators. Any asyn‑
chronous data can signiϐicantly reduce the QoE. Pre‑
cise synchronization also increases end‑to‑end la‑
tency, memory size, and computation complexity.

• Design resilient and intelligent rendering algo‑
rithms in presence of packet losses and errors.
Packet losses and errors can incur retransmissions in
traditional networkswhich in turn increases the end‑
to‑end latency. To avoid this issue, HTC networks do
not allow retransmission and the destination should
have the intelligence to correct errors and provide
high QoE in presence of packet losses.

• Support high‑interactive applications. High‑
interactive HTC applications usually require more
than 60 frames per second to capture motions. A
single frame of holographic data is large, and a
high frame rate can dramatically increase the re‑
quired data rates and network bandwidth. These
applications also require low end‑to‑end latency,
e.g., smaller than 1 ms. Consider that existing net‑
work end‑to‑end latency is higher than 1 ms and
the encoding and decoding latency can be as high as
several hundreds of milliseconds, supporting high‑
interactive HTC application is a great challenge.

These challenges cannot be addressed by existing solu‑
tions. For example, the Ultra‑Reliable Low Latency Com‑
munication (URLLC) can provide high reliability and low
latency of 1 ms, but the communication throughput can‑
not achieve several Gbps to Tbps. The design of HTC will
involvemany aspects of technical innovations that are not
available today. In the following, we discuss the source,
networks, and the destination separately.

5.1 Source
As discussed in Section 2, the source mainly uses point
cloud videos. Next, we discuss the point cloud encoding
standards and mulsemedia synchronization.

5.1.1 Representation and Encoding
Multiple RGB‑D (depth) cameras are organized as an ar‑
ray to collect images of objects from different angles.
Based on the collected information, 3D point cloud ob‑
jects can be created using computers. MPEG V‑PCC
(Video‑based Point Cloud Compression) andMPEGG‑PCC
(Geometry‑based Point Cloud Compression) are the two
major point cloud compression frameworks [38], [39]. V‑
PCC encodes the 3D point cloud data as a series of 2D
videos so that the success of existing 2D video encoding
technologies canbe fully leveraged. G‑PCCencodes the3D

point cloud data directly in the 3D space using geometric‑
driven approaches. It has been used for LiDAR generated
point cloud, such as 3D maps.
As shown in [40], the point cloud encoding can take as
long as several seconds (or even longer). Although the
compressed data size is small, the latency is not tolera‑
ble. Existing encoding technologies need to be improved
to satisfy the requirements of HTC. Particularly, the fol‑
lowing three research directions have the potentials to
address this issue.
1. Increase the compression ratio. It has been shown

that XR videos can be compressed signiϐicantly with
relatively low quality to reduce network trafϐic [41].
The destination uses deep learning‑based super‑
resolution technology to enhance the received video
quality. Traditional lossy compression reduces the
quality of the decompressed point cloud. However,
deep learning‑based solutions can overcome this is‑
sue by using pretrained models. Future research
can focus on understanding the limitation of deep‑
learning based super‑resolution technology and its
application in point cloud encoding and decoding.
Also, the correlation between adjacent frames can be
used to increase the compression ratio.

2. Reduce encoding computation complexity. The
high computation complexity increases end‑to‑end
latency and demands signiϐicant computation re‑
sources. It is necessary to reduce the encoding com‑
putation complexity. However, there is a tradeoff be‑
tween the compression ratio and computation com‑
plexity. Usually, a large compression ratio requires
high computation complexity, vice versa. In addition
to existing V‑PCC solutions, machine learning can be
used to train encoding models which can efϐiciently
extract features. These features can be sent to the
destination and anothermachine learningmodel can
be used to recover the original source information.
Although the training can cost ofϐline computation
resources, the real‑timeonline deployment is simple.

3. Leverage the coordination between the source and
the destination. The information of eye‑tracking of
the destinationuser is useful to efϐiciently encode the
point cloud at the source, e.g., more data can be al‑
located to the main ϐield‑of‑view of the user at the
destination. In other words, if the source can lever‑
age the feedback information from the destination
to plan its transmission, redundant information can
be reduced in the encoding and decoding process. It
is essential to study the required feedback informa‑
tion for such coordination, the impact of feedback la‑
tency, and the effect of inaccurate feedback informa‑
tion.

5.1.2 Mulsemedia Synchronization
Mulsemedia include different types of sensors at different
locations, and the synchronization is important [42]. For
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example, when a user is talking about ϐlowers with cer‑
tain gestures, the hologram of the user, olfaction signals
of the ϐlower, and audio signals need to be synchronized,
otherwise, the destination user can be confused. The syn‑
chronization is challenging because of the following two
reasons.

1. Different types of sensors have different response
time. For example, cameras canhave a capture rate of
50 frames/images per secondwhich results in a cap‑
ture latency of 20 ms, while microphones can have a
latency of several milliseconds which is much lower
than cameras’. For highly dynamic haptic sensors,
the latency should be smaller than 1 ms [43]. There‑
fore, various sensors need to be calibrated and syn‑
chronized by considering complex hardware hetero‑
geneity. Machine learning algorithms can be used
for synchronization. Usually, certain behavior or ac‑
tivity includes multiple correlated senses. Machine
learning classiϐiers andpredictors canbeused to ver‑
ify whether collected senses are consistent and au‑
tomatically generate senses that are missing or de‑
layed.

2. Human perception has different levels of latency tol‑
erance for different senses. As the study in [42]
shows, the latency of air‑ϐlow media can be as high
as 1 s for acceptable user experiences. However,
this depends on the applications and the distance
between the user and actuators. For time‑sensitive
applications, such as remote surgery, the latency of
haptic signals must be lower than 1 ms.

Currently, the study of HTC‑relatedmulsemedia is sparse.
Future research includes the following three directions.

1. Design HTCmulsemedia sensors and actuators. New
sensors and actuators are required to provide im‑
mersive hyperreal user experiences. For example,
the olfaction can be generated by actuators on a desk
or bio‑stimulators that can directly control human
beings’ senses by stimulating brain signals. Also,
novel haptic and gustatory sensors and actuators are
desirable. Currently, these are active research areas.

2. Studymulsemedia end‑to‑end latency requirements.
Currently, there is no clear requirement of end‑to‑
end latency for different applications. Generally, it
is always desirable to have low end‑to‑end latency.
However, it is costly to obtain low end‑to‑end latency
for every user. Thus, it is necessary to understand
the end‑to‑end latency requirements of various ap‑
plications.

3. Develop intelligent mulsemedia synchronization
frameworks. With calibrated HTC sensors and the
knowledge of end‑to‑end latency requirements,
intelligent mulsemedia synchronization frameworks
that can synchronize mulsemedia at the source, in
the network, or at the destination can be designed.
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Note that, MPEG‑V provides a framework to createmulse‑
media for interactions between the physical world and a
virtual world [44]. The discussed mulsemedia research
directions can be built on top of existing MPEG‑V stan‑
dards.

5.2 Networking
HTC networking technologies need to support high data
rates while maintaining a guaranteed and bounded end‑
to‑end latency. However, the network throughput and the
end‑to‑end latency are not independent of each other due
to the constraints of networking protocols. Next, we ϐirst
introduce the generic HTC networking protocol stacks
and then we introduce each layer of the stack.
Despite HTC will introduce many novel technologies that
can transform existing computer networks, it still needs
to be gradually developed based on existing network‑
ing protocols. In Fig. 14, we show the key novel tech‑
nologies that will be used to enable HTC. The use cases
that were discussed in Section 3 are supported by HTC‑
enabling technologies, such as semantic communication,
XR, mulsemedia, and point cloud encoding and decod‑
ing. Transmission Control Protocol (TCP) and User Data‑
gram Protocol (UDP) arewidely used transport layer pro‑
tocols. TCP‑based protocols are reliable, but the end‑to‑
end latency is large. On the contrary, UDP‑based proto‑
cols experience packet losses, but the end‑to‑end latency
is small. Streaming HTC content has unprecedented chal‑
lenges and, thus, it is essential to develop and identify
the optimal transport layer protocols. The network layer
also demands novel technologies such as the New IP [45],
[46], packet wash, deterministic networks and computa‑
tion in the network to effectively reduce the end‑to‑end
latency and support the source encoding and the destina‑
tion decoding. The physical layer and data link layer use
6G and Beyond technologies, including Terahertz com‑
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Fig. 15 – TCP throughput under different packet losses and round trip
time (the unit of the text notations above each bar is Gbps, and three
fractional digits are used). The throughput (𝑇 ) is shown in logscale
𝑙𝑜𝑔10(𝑇 ).

munications, visible light communications, amongothers.
Also, the joint (or coexistence of) wireless communica‑
tion and wireless sensing will play an important role in
HTC. Wireless sensing can free users from wearing sen‑
sors which provide more ϐlexibility and usability. In addi‑
tion, artiϐicial intelligence can be applied in each layer to
provide prediction and classiϐication capabilities.
Existing computer networks cannot support high‑quality
HTC. For example, if TCP is used to stream HTC contents,
the throughput can be obtained by [47]

𝑇 ≤ 𝑀𝑆𝑆
𝑅𝑇 𝑇

𝐶√𝜌, (2)

where 𝑀𝑆𝑆 is the maximum segment size, 𝑅𝑇 𝑇 is the
round trip time, and 𝜌 is the packet loss rate. The constant
𝐶 is implicitly assumed to be 1 for simpliϐication. It can be
different values around 1 depending on different assump‑
tions [47]. When 𝑀𝑆𝑆 = 1460 Bytes, the throughput
in logscale is shown in Fig. 15. As we can see, to achieve
369Gbps throughput, the required round trip time is 1ms
and the packet loss rate is 1.0 × 10−7%. Such low round
trip time and high reliability cannot be supported by ex‑
isting networks. Also, note that there is a physical limita‑
tion of round trip time due to the speed of signal propaga‑
tion. For example, for 1 ms, the signal can only propagate
around 300 km at the speed of light.
The development of HTC network protocols may result
in a new network paradigm. In other words, if success‑
ful, the network protocol stacks in Fig. 14 will gradually
evolve into the one in Fig. 16. The holographic applica‑
tions are supported by hologram and mulsemedia tech‑
nologies. The source and the destination need to coordi‑
nate and select the quality of holograms and the number
of senses that can be supported based on their available
hardware. The holographic teleport [48] can provide var‑
ious services to meet the low latency and high through‑
put requirement. The teleport is more towards real‑time
applications than the transport. The New IP layer can for‑
ward packets from the source to the destinationwith pre‑
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deϐined and guaranteed end‑to‑end latency. These layers
are supported by wireless or wired physical communica‑
tions.
Next, we discuss the challenges and potential research di‑
rections for each layer in Fig. 14 from the top to the bot‑
tom. Since holographic applications have been discussed
in Section 3, our discussion starts from the Technologies.

5.2.1 Technologies
Holograms that are represented by point cloud and
mulsemedia are the major contents of HTC, which have
been introduced in Section 5.1. XR is an affordable way
to use HTC, and a technical review is presented in [10].
Light ϐield displays present high‑end HTC contents that
can be observed using naked eyes. However, existing light
ϐield displays are expensive. Novel materials and display‑
ing technologies need to be developed to make light ϐield
display more accessible. Semantic communication based
on deep learning architectures has been proposed which
can efϐiciently reduce network trafϐic by sendingmeaning
instead of bits. Since it has not been employed in HTC, we
mainly introduce semantic communication in this subsec‑
tion.
In [49], communication problemswere divided into three
levels:

• The technical problemstudies howaccuratelywe can
transmit communication symbols, which can be ad‑
dressed by using Shannon’s communication models.

• The semantic problem studies how precisely the
transmitted symbols can convey the desired mean‑
ing.

• The effectiveness problem studies how effectively
the received meaning can affect the desired conduct.

The technical problem has been extensively studied. The
well‑designed transmitter and receiver have various tech‑
nologies to efϐiciently compress data, mitigate multipath
fading, and optimally detect received signals. The seman‑
tic problem only recently received attention due to the
advancement ofmachine learning technologies [50]–[52].
Semantic communication can reducenetwork trafϐic to ef‑
ϐiciently send holograms and mulsemedia. Instead of fo‑
cusing on the technical problem of transmitting symbols
correctly, semantic communication focuses on correctly
delivering the meaning by extracting semantic informa‑
tion from the raw data. Deep learning plays an impor‑
tant role in semantic communication by understanding
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the meaning of transmitted information, which can efϐi‑
ciently compress the source data.
Different from text, image and audio [50], [53], [54], holo‑
grams and mulsemedia are more complex, and it is chal‑
lenging to extract meaning from them. Potential research
directions include:

1. Sense‑based semantic communication. The joint
source‑channel coding can efϐiciently extract and re‑
liably transmit semantic information. Existing re‑
search works have studied the joint source‑channel
coding of transmitting text and images [50], [53],
[54]. Semantic communication for holograms and
mulsemedia, especially point cloudvideos, is anopen
research problem. The raw data collected by differ‑
ent sensors and cameras can be considered as in‑
puts of different deep learning models which can
perform joint source‑channel coding. Since differ‑
ent senses have drastically different data pattern, the
sense‑based semantic communication treats differ‑
ent senses using different deep learning models.

2. Environment‑based semantic communication. In‑
stead of extract meaning from individual senses, the
environment‑based semantic communication can
jointly understand the environment using all avail‑
able senses. Since the human perceptions and reac‑
tions are correlated, it is more efϐicient to leverage
such correlations to reduce the deep learning model
complexity and rendering coherent HTC contents on
the destination side.

5.2.2 Transport Layer
Currently, TCP and UDP are the fundamental streaming
protocols. TCP can provide reliable connections between
the source and destination, i.e., the packet loss rate is low.
However, the end‑to‑end latency of TCP is higher than
that of UDP. UDP does not build a reliable connection us‑
ing handshaking between the source and destination. As
a result, the packet loss rate is higher, and loss recovery is
needed at the destination.
The MPEG‑DASH (Dynamic Adaptive Streaming over
HTTP) is a promising standard for low‑interactive HTC
applications [55]. It encodes the stream intodifferent seg‑
ments with different qualities. For point cloud videos, the
segmentation can be performed in space and time. The
destination can decide the quality based on the estima‑
tion of network status. The protocol is based on TCP, and
it can leverage existing HTTP web infrastructure to de‑
liver content. However, the MPEG‑DASH saves contents
with different qualities in serverswhichmay occupy large
memories for HTC applications. Also, it cannot support
high‑interactive HTC applications due to long latency.
UDP‑based protocols, such as WebRTC (Web Real Time
Communications), need more investigation and redesign
to transmit HTC data [56]. They have the potentials to
support high‑interactiveHTCapplications. QUIC has been
used for 360‑degree video transmission in XR systems.
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It can multiplex streams with prioritized schedulers and
achieve low end‑to‑end latency. Prioritized transmission
is essential to meet the latency requirements, i.e., data
packets with high priorities can obtain sufϐicient network
resources. QUIC will be an important transport protocol
in HTC. Holograms can be divided into tiles and only the
tiles that are in the destination user’s ϐield‑of‑viewwill be
given high priorities.
Since HTC is an emerging technology, there are no widely
used steaming protocols currently. TCP‑based solutions
need dedicated networking resources and network trafϐic
information to reduce the end‑to‑end latency, while UDP‑
based solutions need loss recovery solutions. In the lit‑
erature, TCP is barely used to stream high‑volume data
with strict latency constraints. There are twopotential re‑
search directions to develop transport protocols for HTC.

1. UDP protocols and TCP protocols can be jointly de‑
signed to meet HTC latency and reliability require‑
ments. In [57], DASH is used on top of the QUIC pro‑
tocol. First, it leverages the simplicity of DASH to en‑
code source data into tiles. Then, the QUIC protocol
can transmit titleswith different priorities. This is an
important direction to combine the strength of exist‑
ing protocols in order to meet HTC requirements.

2. UDP protocols can be improved and enhanced for
HTC applications. Existing UDP protocols have some
limitations, e.g., precisely control the stream deliv‑
ery time or coordinate multiple streams to meet the
deadline are not possible. Since HTC has multi‑
sensory data which can be encoded into different
streams, coordination and precisely control the de‑
livery deadline are important. Existing UDP proto‑
cols can be enhanced by addingmore functionalities.
For example, deadline‑aware QUIC protocol is pro‑
posed in [58] to stream 360‑degree videos.

5.2.3 Network Layer
TheHTC network layer needs to be highly programmable,
reconϐigurable, and adaptable, which can be achieved by
the New IP design [45], [46].
The New IP allows packets to be delivered based on ser‑
vice requirements which are deϐined in the packet con‑
tract. In [45], [59], the qualitative communication is stud‑
ied. It sends packets with different signiϐicance values
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and selectively drops packets based on their signiϐicance
valueswhen there are congestions. The signiϐicance value
can be included in New IP packets [45], [46]. An example
of a New IP‑type packet is shown in Fig. 17. The packet
gives clear information for network routers about how
and when to deliver the packet to the destination. Pack‑
ets can be droppedbased on their signiϐicance value using
packet wash [60] when there are network congestions.
The New IP offers a way to implement semantic commu‑
nication networks. The powerful New IP packets provide
reconϐigurability and ϐlexibility to deliver large data pack‑
ets with guaranteed latency requirements.
TheNew IP can be used to deliver DASHor semantic pack‑
ets based on priorities. For example, HTC packets can be
categorized based on the level of semantic information.
The signiϐicance value can be derived from the meaning
of semantic communication. For example, if a packet car‑
ries most of the meaning of the source, its signiϐicance
value is high. On the contrary, if a packet did not carry
information about the meaning of the source, but it in‑
cludes a certain amount of background information, its
signiϐicance value is small. When the network bandwidth
is sufϐicient, raw data packets can be sent together with
semantic packets, while when there are network conges‑
tions, the rawdata can be gradually dropped as theymove
towards the destination. Adaptive semantic communica‑
tion needs to be designed to fully leverage the network
resources to provide the optimal QoE. At the destination,
dropped packets with small signiϐicance values can be re‑
covered using deep learning.
Besides new protocols in the network layer, new ser‑
vices are also needed to support HTC applications. Ex‑
isting computer networks mainly deliver packets using
best‑effort delivery. The end‑to‑end latency is a random
variable, and jitters can be signiϐicant. Existing multime‑
dia communication typically can buffer 100 ms data for
decoding and rendering to provide smooth user experi‑
ences. However, 100 ms of HTC streaming generates a
large amount of data; it is challenging or impossible to
buffer a long sequence of received packets. Thus, the
packets need to be delivered to the destination with a
guaranteed deadline, so that they can be processed im‑
mediately without occupying the buffer. This requires a
deterministic network where packets can be delivered as
scheduled. In [46], [61], [62], three different time‑related
services are proposed for Network 2030:

• In‑time guarantees. Data packets arrive before a
speciϐic time, as shown in Fig. 18.

• On‑time guarantees. Data packets arrive at a spe‑
ciϐic time with guaranteed variances, as shown in
Fig. 19.

• Coordinated guarantees. Multiple ϐlows of data
packets arrivewith in‑time or on‑time guarantees, as
shown in Fig. 20.

The on‑time guarantee is more challenging than the in‑
time guarantee since the packets cannot be delivered
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Fig. 18 – In‑time guarantee. The packet delivery deadline is𝑇1 . The top
and the middle packets are delivered before the deadline, which meet
the requirements. The bottom packet is fully delivered after the dead‑
line.
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Fig. 19 –On‑timeguarantee. Thepacket deliverydeadline is between𝑇1
and 𝑇2 . The top packet is delivered early and the bottom packet is de‑
livered late. The packet in the middle is delivered on time, which meets
the requirement.

early. Existing networks cannot provide such kinds of ser‑
vices. The SDN, network function virtualization, and au‑
tomatic network slicing are key enablers to realize these
services. For HTC networks, the coordinated guarantee is
of paramount importance. The mulsemedia may include
multiple ϐlows of different senses. They need to be deliv‑
ered on time with a coordinated guarantee. If any ϐlow is
delivered early, it needs to be buffered. Holographic data
and haptic data are large, which consume signiϐicant stor‑
age resources. On the contrary, if all the ϐlows are deliv‑
ered on time, the destination can synthesize and render
the received mulsemedia immediately.
The Deterministic Networking (DetNet) architecture is
proposed by the IETF DetNet working group to provide
bounded network latency and reduce packet loss [63].
It can reduce the unexpected randomness in networks.
The Time‑Sensitive Network (TSN) following IEEE 802.1
is [64] a similar technology that aims to provide zero con‑
gestion loss and bounded latency by reserving network
resources. The development and implementation of Det‑
Net and TSN can facilitate the design of deterministic net‑
works for HTC.

5.2.4 Physical Layer & Data Link Layer
The physical layer and data link layer face challenges in
providing high data rates with low latency and high re‑
liability. Terahertz communication is the major technol‑
ogy that will be used due to its broad bandwidth. It can
achieve several Terabits per second data rates that can
support high‑end light ϐield displays [65]. Besides re‑
search challenges in the physical and data link layers of

14



8

flow1

flow2

flow1

𝑇! 𝑇"
𝑇! 𝑇"

𝑇!

𝑡 𝑡
𝑡

flow2

Case 1: 
Success

Case 2: Not 
Success

𝑇#

Packets 
Sent Time

Delivery 
Deadline

𝑇#

Packets 
Sent Time

Delivery 
Deadlines

𝑇#

Packets 
Sent Time

Delivery 
Deadlines

Metaverse

HTC
Extended 

Reality
Display Hologram 

in HMDs

Naked Eye Head-Mounted 
Displays (HMDs)

Fig. 20 – Coordinated guarantees. The upper two ϐlows of packets are
delivered with on‑time guarantee, while the lower two ϐlows are not.

6G and Beyond wireless systems, HTC has the following
unique challenges.

1. High energy and spectrum efϐiciency. The high‑
volume data of holograms and mulsemedia requires
extremely high energy efϐiciency of communica‑
tion systems, especially for battery‑powered devices.
High energy efϐiciencies of communication systems
avoid frequently changing/rechargingbatteries. Ter‑
ahertz communication can achieve high energy ef‑
ϐiciency with ultra‑high data rates. Existing works
have studied the antenna design [66], channel mod‑
eling [67], modulation waveform design [68], MIMO
systems [69], etc. More recently, Terahertz com‑
munication systems have been used for XR applica‑
tions, where servers and HMDs communicate in the
Terahertz band [70], [71]. Future research can fur‑
ther improve the energy and spectrum efϐiciency to
achieve beyond 1 Tbps data rates that can support
high‑quality light ϐield displays.

2. High reliability. Terahertz communication signals
are highly directional and prone to blockages. User
mobility and dynamic environments can affect the
communication reliability. The Terahertz recon‑
ϐigurable intelligent surfaces can reϐlect wireless
signals towards optimized directions, which avoid
blockages, align interferences, and enhance received
signals [72]. Although Terahertz reconϐigurable in‑
telligent surfaces have been designed, it is not clear
how to optimally deploy these surfaces for HTC ap‑
plications in various scenarios [73].

3. Coexistence of wireless communication andwireless
sensing. Wireless sensing is an essential part of HTC
systems since it can replace wearable sensors for
hand tracking, head tracking, and body tracking. The
data link layer needs to enable coexistence of wire‑
less communication and wireless sensing. Since the
Terahertz band has a broad bandwidth, a small sub‑
band can be allocated for wireless sensing. Also, the
Terahertz reconϐigurable intelligence surface can be
used as a sensing hub, which passively monitor the
environment based on incident and reϐlected waves
[73].

5.2.5 Artiϔicial Intelligence: Predictive Net‑
works & Edge Intelligence

AI can be used in each layer in Fig. 14. Here, we primarily
introduce the intelligence of the network, i.e., predictive
networks, and the edge intelligence.
Network control andmanagement usingmodel‑based so‑
lutions have been widely used. However, existing net‑
works still experience failures occasionally. AI provides
another solution that can strengthen existing network
control and management. AI can be used for Quality‑of‑
Service (QoS) prediction, network planning, and network
control in SDN. Most existing network protocols respond
to abnormal events after theyhave generatednegative im‑
pacts. It is more efϐicient if the network can predict these
events and respond early. The Cisco Predictive Networks
is an example of this technology [74]. Also, based on par‑
tial observation of the network status, the QoS parame‑
ters can be estimated, such as latency and bandwidth, to
determine if the user’s requests can be served [75], [76].
AI can be used to solve complex networking problems,
such as network planning. Network planning is an impor‑
tant part to support HTC networks. Based on user service
demand, it can continuously update the network topol‑
ogy, schedule maintenance, and upgrade network hard‑
ware and software. However, due to the large scale of the
network, especially wide area networks, the optimal so‑
lution is challenging to obtain. Deep learning solutions,
such as deep reinforcement learning and graph neural
networks, are efϐicient solutions that can obtain optimal
solutions and enable self‑driving networking [77].
Last, AI can be used in real‑time network control, such as
network monitoring, adaptive routing, and network slic‑
ing [78]–[81]. AI‑empowerednetworks can efϐiciently ad‑
dress the challenges that are faced by TCP and UDP by
predicting and controlling network trafϐic, allocating suf‑
ϐicient bandwidth, and preventing packet losses. This will
provide reliable and efϐicient services for HTC networks.
Edge intelligence [37] will play an important role in HTC
networks. HTC and edge services can be sold to users
together in order to ensure that HTC services can be
smoothly provided. The cloud‑based solutionS aggregate
data from various sensors and perform point cloud com‑
pression, which creates a long delay due to the long dis‑
tance between the user and the cloud. Also, the cloud
may serve many users simultaneously, which incurs la‑
tency due to queuing. Edge intelligence provides source
sensors with learning and computing capabilities. Source
sensors can intelligently compress raw data, e.g., extract
and send features instead of raw data. This can reduce
network trafϐic. The network edge intelligence can serve
as a gateway. First, it can accomplish the ofϐloaded tasks
from source sensors. Source sensors may have limited
computation capabilities, and they ofϐload computation
tasks to the edge servers. Second, it can intelligently of‑
ϐload high‑complexity tasks to the cloud in order to ob‑
tain advanced computation resources to accomplish the
tasks on time. In addition, network edge intelligence can
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perform distributed computation in the network for en‑
coding and decoding HTC data. The sensors, actuators,
displays, and speakers with edge intelligence at the des‑
tination become more powerful in processing received
data. Different sensesmay require different intelligent al‑
gorithms for decoding and synchronization, the special‑
ized edge intelligence for different devices can improve
their performance in errordetection and correction, sens‑
ing, and prediction.

5.3 Destination
The destination renders HTC contents and provides feed‑
back to the source and networks to improve and main‑
tain high‑quality QoE. Speciϐically, the functionalities of
the destination include:

1. The destinationmonitors the network status and de‑
ϐines the desired QoE. Such information can be sent
back to the source to optimize the encoding. For ex‑
ample, when the network is free of congestion and
sufϐicient network bandwidth is available, the desti‑
nation can request high‑quality HTC content. On the
contrary, when the network bandwidth is not sufϐi‑
cient, the destination requests the semanticmeaning
without other detailed data. This task includes the
QoE‑aware design and AI‑empowered motion pre‑
diction at the destination.

2. The destination detects and corrects errors, im‑
proves the resolution and quality of holograms
and mulsemedia, and synchronizes received packets
frommultiple sources.

Next, we discuss the detailed challenges at the destina‑
tion.

QoE‑aware Design Although HTC systems need to
transmit a signiϐicant amount of data, the user at the des‑
tination may only pay attention to a part of the received
data [17]. For instance, in a telepresence conference, a
user may only focus on the hologram’s face. All other
parts of the body use a reduced resolution. Also, the desti‑
nation needs to communicate with the source to request
the desired QoE. The source employs adaptive encoding
to stream data. If the received data cannot provide the re‑
quested QoE, the destination can use AI‑empowered ϐine‑
tuning and holographic enhancement technology to im‑
prove the QoE. Although similar technologies have been
developed for image and video transmissions [82], it is
still an open research problem in HTC networks.

AI‑empowered Wireless Sensing and Motion Predic‑
tion Motion prediction of the destination user is neces‑
sary to allow the source to adaptively transmit data and
reduce the end‑to‑end latency. For example, when the
user is looking towards a direction, the source with pre‑
dicted knowledge can transmit high‑resolution informa‑
tion to the destination user’s FoV. Motion prediction uses
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Freedom
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Fig. 21 – Illustration of the 3 degrees of freedom and 6 degrees of free‑
dom.

various sensors, such as cameras and inertial measure‑
ment units, to track themovement of the head, hands, and
the body.
For XR users, sensors are integrated with HMDs. While
they are using HMDs to get access to holographic content,
their motion can be tracked by these sensors. However,
for light ϐield display users, they can see holographic con‑
tent with naked eyes. As a result, it is challenging to ϐind
optimal locations for sensors. On one hand, if sensors are
placed far away from the user, the sensing accuracy can‑
not be guaranteed. On the other hand, if sensors arewear‑
able for the user, the QoE will be reduced since the user
has to use extra devices.
Generally, the motion prediction for HTC encounters
three major challenges.

1. How to optimally perform sensing for light ϐield dis‑
play users. Some XR devices only provide 3 Degrees
of Freedom (DoF) to track the motion of the head.
HTC requires 6 DoF, including the head and the body,
as shown in Fig. 21. This provides more immer‑
sive experiences to fully utilize the high‑quality holo‑
gram. As a result, the motion sensing is more chal‑
lenging for HTC. Wireless sensing is a promising so‑
lution. Terahertz signals will be used in 6G and Be‑
yond wireless systems. Due to the short wavelength
and thus high resolution, the sensing accuracy is high
[65]. Wireless access points canbe leveraged to track
users’ motion due to its ubiquitous availability [83].

2. How to predict users’ motion based on collected
sensing data. Deep learning‑based architectures
have been extensively used for eye tracking [70] and
other motion sensing and prediction, which have
demonstrated high accuracy. Third, how to mitigate
the impact of prediction errors. If the prediction is
not accurate, users may experience sickness [84]. To
address this issue, it is necessary to develop a pre‑
diction error detection framework. Once the error is
detected and evaluated, the destination may use AI‑
empowered solutions to create computer‑rendered
contents based on previous contents.

AI‑empowered Error Detection and Correction By
using the New IP and semantic communication, some of
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the packets may be dropped or distorted during trans‑
mission. MPEG V‑PCC converts the point cloud data into
different parts, such as the occupancy video data, geome‑
try video data, and attribute video data. Different parts
play different roles in reconstructing the original point
cloud [85]. As shown in [85], packet losses can be ad‑
dressed well using simple error correction techniques,
such as copying from nearby points. Besides packet loss,
wireless communication channels, e.g., from wireless ac‑
cess points to holographic displays or HMDs, experience
fading and noises. In [86], [87], the point cloud is con‑
sidered as a graph. Graph signal processing and graph
neural networks are used to develop a robust communi‑
cation system in presence of channel fading and noises.
Based on these works, more advanced AI‑empowered er‑
ror detection and correction schemes can be developed.
Deep learning architectures, such as Generative Adver‑
sarial Networks, can be used to correct errors and im‑
prove the QoE.

Multi‑user Synchronization The scalability of HTC
networks is a challenging problem. Consider the telep‑
resence conferencing, when there are twousers, the num‑
ber of sensors, actuators, displays and speakers is man‑
ageable. However, as the user number increases, the
included HTC components increase dramatically. Users
may even come from widely spread locations and the
communication latency are drastically different. There‑
fore, multi‑user HTC applications require more hand‑
shakes. For example, when a user requests to join a
multi‑user HTC application, the network needs to eval‑
uate the user’s networking and HTC hardware and soft‑
ware. If the bandwidth, latency, and other application‑
speciϐied requirements can be met, then the user is al‑
lowed to join. Otherwise, the user is rejected. Once mul‑
tiple users join the HTC application, the synchronization
can be achieved by using deterministic networking func‑
tions, such as bounded latency. Each user or the appli‑
cation can deϐine the packet delivery time to ensure that
data packets will be delivered in a synchronized way to
avoid congestions.

5.4 Testbed Design
Existing HTC testbeds mainly transmit holographic data
withoutmulsemedia [88]. Currently, Mulsemedia testbed
design is an independent research direction [44]. It will
be an important step towards truly immersive HTC by
integrating the holographic data transmission, e.g., point
cloud video streaming, with mulsemedia to build a com‑
prehensive HTC testbed.
Most existing HTC testbeds use XRHMDs or even 2D com‑
puter monitors as the display to evaluate the quality of
the received hologram [11], [12], [88]. Point cloud data
can be generated from multiple RGB‑D cameras, e.g., Mi‑
crosoft RGB‑D Kinect 2.0. The LiveScan3D toolkit is an
efϐicient tool to generate point cloud data based on syn‑
chronized images captured by RGB‑D cameras. To save

network bandwidth, only the human body is captured
and transmitted, and the background information is usu‑
ally neglected. Also, some existing testbeds have a lim‑
ited communication range, and the experiments are per‑
formed in labs. In [12], long‑range HTC was tested. How‑
ever, the performance degrades signiϐicantly when the
source and destination are in different countries. HTC
using light ϐield display has been reported in [9], [20].
Although it can successfully display holograms streamed
from remote locations, the quality still needs to be im‑
proved. Also, compared toXRHMDs, the light ϐield display
is more expensive and development toolkits are sparse.
For future research, XR HMDs are easier to use. For
example, Microsoft HoloLens is supported by Microsoft
Azure services and other XR development software, such
as Unity.

6. CONCLUSION
Holographic‑type communication (HTC) can provide
truly immersive user experiences by fully using the ϐive
basic senses of human perception. It is an emerging
technology that enables novel applications, such as telep‑
resence conferencing and remote surgery. This paper
provides fundamentals of HTC and outlines the research
roadmaps. First, this paper provides an introduction
to HTC, including the difference between HTC and ex‑
isting multimedia communication, HTC system architec‑
tures, and promising HTC use cases. Second, this paper
points out HTC research challenges from the perspectives
of the source, networks, and the destination. Promising
solutions that will be developed in 6G and Beyond wire‑
less systems and Network 2030 to realize high‑quality
HTC are identiϐied and introduced. Although basic HTC
testbeds have been developed, there is still a signiϐicant
technical gap to develop advancedHTC systemswith light
ϐield displays that can connect long‑distance users for
high‑interactive applications. It is anticipated that this
technical gap will be addressed when the light ϐield dis‑
plays are more accessible and artiϐicial intelligence tech‑
nologies are more widely used in HTC systems.
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