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Abstract—In this paper, we study a novel forwarding technique based on geographical location of the nodes involved and random

selection of the relaying node via contention among receivers. We provide a detailed description of a MAC scheme based on these

concepts and on collision avoidance and report on its energy and latency performance. A simplified analysis is given first, some

relevant trade offs are highlighted, and parameter optimization is pursued. Further, a semi-Markov model is developed which provides

a more accurate performance evaluation. Simulation results supporting the validity of our analytical approach are also provided.

Index Terms—Geographic forwarding, latency, ad hoc networks, sensor networks, energy, routing, MAC, random access.
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1 INTRODUCTION

ENERGY conservation is one of the key technical chal-
lenges in sensor networks and ad hoc networks. It is

necessary to devise communications and networking
schemes which make judicious use of the limited energy
resources without compromising the network connectivity
and the ability to deliver data to the intended destination. In
addition, sensor nodes are often subject to further con-
straints in terms of CPU power, memory space, etc., which
call for simple algorithms and schemes whose memory
needs are modest.

One of the main mechanisms to save energy is the use of
sleep modes at the MAC layer, by which nodes are put to
sleep as often as possible. This must be done in such a way
that connectivity is preserved since, if too many nodes are
sleeping at the same time, the network may end up being
disconnected. In the recent literature, several schemes have
been proposed which address this problem. For example,
SPAN [1] tries to coordinate the sleeping activity of the
nodes so that a connecting backbone is always present.
GAF [2] identifies groups of nodes which are equivalent
from a routing point of view, i.e., in each group, it is
sufficient that a single node is awake at any given time.
STEM [3], on the other hand, provides a means to
communicate with a node currently asleep, by implement-
ing a rendezvous mechanism based on beacon transmissions.
As to the MAC itself, most papers in the literature assume
either TDMA-based schemes [4] or multichannel setups in
which parallel transmissions can be performed without
interference [5], [6] or variants of classic contention-based

schemes, usually based on RTS/CTS handshake in order to
mitigate the hidden terminal problem [7], [8].

A common characteristic of the above schemes is that, at
the MAC layer and often also at the routing layer, when a
node decides to transmit a packet (as the originator or a
relay) it specifies the MAC address of the neighbor to which
the packet is being sent. Knowledge of the network
topology (though, in many cases, only local in extent) is
required since a node needs to know its neighbors and
possibly some more information related to the availability
of routes to the intended destination. This topological
information can be acquired at the price of some signaling
traffic and becomes more and more difficult to maintain in
the presence of network dynamics (e.g., nodes which move
or turn off without coordination). In addition, the proposed
schemes do have some performance problems, e.g., the
radio range is significantly underutilized in GAF (which
means that more hops are needed to cover a given distance)
and potentially large delays may be introduced in STEM (in
order to wait for a given node to wake up).

Here, we propose an alternative solution, called Geo-
graphic Random Forwarding (GeRaF, pronounced as
“giraffe”), which is based on the assumption that sensor
nodes have a means to determine their location and that the
positions of the final destination and of the transmitting
node are explicitly included in each message. In this
scheme, a node which hears a message is able (based on
its position toward the final destination) to assess its own
priority in acting as a relay for that message. All nodes who
received a message may volunteer to act as relays and do so
according to their own priority. This mechanism tries to
choose the best positioned nodes as relays. In addition,
since the selection of the relays is done a posteriori, no
topological knowledge nor routing tables are needed at
each node, but the position information is enough. Geo-
graphic routing is used here to enable nodes to be put to
sleep and waken up without coordination and to integrate
routing, MAC, and topology management into a single
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layer. This basic idea is described in some more detail in a
companion paper [9], where the multihop performance of
the scheme is also studied.

In this paper, a collision avoidance protocol based on this
idea is described in detail. We provide a detailed analysis of
the energy and latency performance of this protocol. First, a
simplified analysis is given which leads to closed-form
expressions and, via further approximations, to simple
parameter optimization rules. The energy-latency trade off
is explored and some performance results are presented,
showing that the proposed solution is a promising alter-
native for low-power networking. As a first step, we focus
on the fundamental behavior of GeRaF and we consider
STEM [3] as the most appropriate scheme to which we
compare since it is the one which is most closely related to
our approach. More extensive comparisons with other
energy-conserving schemes, including [7], [10], are the
subject of future work.

Further, a more complete approach is followed in which
a semi-Markov model for protocol operation is developed
and solved. This second approach is more accurate,
especially in networks which are not very dense. Compar-
ison between the results of the two approaches shows that
the simplified analysis can accurately predict the behavior
in a large fraction of the range and, more importantly, it
accurately predicts the optimal value of the duty cycle of
the sleeping behavior of the nodes. Finally, some prelimin-
ary simulation results are shown to confirm the validity of
our analysis.

2 COLLISION AVOIDANCE MAC SCHEME

We consider a scheme which uses carrier sense before
transmission, which partially avoids collisions but gives no
guarantee against the hidden terminal problem. Notice that
the fact that nodes are not always on makes traditional
RTS/CTS-based collision avoidance mechanisms ineffective
since a node may wake up after the CTS was issued. This
could be solved by requiring a long idle channel time to be
detected before a transmission can start (essentially enough
for the whole packet exchange to complete, which is, of
course, very wasteful) or by synchronizing all nodes as in
[7], which requires additional signaling and complexity.

The solution we adopt here is the use of busy tones [11],
[12]. It was observed in [3] that there exist sensor nodes
equipped with two radios. In [3], the availability of separate
channels for the data traffic and the wakeup signaling is
useful to facilitate protocol operation, in particular to avoid
that prolonged beacon periods interfere with data traffic. In
our case, no prolonged beacon periods are present and,
therefore, we could use the second radio to let the receiving
node issue a busy tone, which is a way to effectively prevent
collisions at the receiver. More precisely, on the first
frequency (“data” frequency) all message exchanges occur,
whereas the second frequency (“busy tone” frequency) is
used for busy tones only. Notice that we could trade off
energy and latency as in [3] by using a pulsed busy tone
with some duty cycle, with the requirement that the sensing
time be increased in order to avoid that silent intervals of
the busy tone are interpreted as idle channel. In addition,
these pulsed busy tone messages could act as partial ACKs

thereby allowing recovery of smaller pieces of the message
if individual CRCs are available (consideration of these
variations as well as their performance implications are left
for future study). Note that this is possible since the
transmitter also has two radios which can be used
independently (in particular, one to transmit the data and
the other to receive the busy tone/partial ACK messages).

When a node has a packet to send, it listens to both
frequencies. If either is active, the node backs off. If both are
inactive, the node transmits. The collision avoidance feature
of this scheme is based on the RTS/CTS message exchange.
However, unlike the traditional RTS message which is
addressed to a specific node, in this case, any node within
range can respond to it, with nodes closer to the destination
doing so with higher priority. Therefore, the CTS message is
also subject to contention since multiple nodes may decide
to respond to the same RTS at the same time. The issuance
of CTS messages in response to an RTS is done in such a
way as to give priority to nodes which provide a larger
advancement toward the final destination, as detailed
below.

2.1 Detailed Description

We now describe in detail the protocol operation from the
transmitter and the receiver side. The current description is
for a specific solution and many variants are possible which
may improve the performance while being more compli-
cated to explain. In this section, we choose a simple version
to highlight the main points.

2.1.1 Transmitter

When a sleeping node has a packet to send, it enters the
active state and monitors both frequencies for � seconds. If
either frequency is busy, the node backs off and reschedules
an attempt at a later time. If, on the other hand, both
frequencies are sensed idle during this entire interval, the
node transmits a broadcast RTS message which contains the
location of the intended destination as well as its own. After
sending the RTS, the transmitting node listens in the
subsequent slots for CTS messages from potential relays.
In each of the CTS slots following the end of the RTS
message, the transmitting node acts as follows:

1. If only one CTS message is received, it starts
transmission of the data packet whose initial part
acts as a CTS confirmation for the node which issued
the CTS.

2. If it receives no CTSs, it will send a CONTINUE
message and listen again for CTSs, timing out after
Np empty CTS slots (which forces the node to abort
the handshake and to reschedule it at a later time).

3. If it hears a signal but is unable to detect a
meaningful message, it will assume that a CTS
collision took place and will send a COLLISION
message, which will trigger the start of a collision
resolution algorithm (to be described later) and will
listen again for CTSs.

After packet transmission, an immediate ACK is ex-
pected. If it is correctly received, it completes the transac-
tion and the node can go back to sleep. Notice that if the
receiver is an intermediate node toward the destination, in
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a scheme in which a packet exchange is immediately
initiated, the RTS message itself could serve as the ACK.
Here, on the other hand, we assume that an explicit ACK is
used. If the transmitter does not get an ACK within a given
time, it times out and declares the transaction failed. It will
then reschedule the same packet for future transmission.
After NMaxAtt failed attempts for the same packet, the
transmitter will give it up and generate an error message
for the higher layers. While listening for CTSs and for the
ACK, the node transmits the busy tone to prevent
interference from hidden terminals.

Notice that, with the above rules, the protocol does not
lead to transmitter deadlock as the sender will never wait
indefinitely for CTSs or ACKs. Only in the case of a
completed transaction will the transmitter consider the
packet as successfully passed to the next hop. A remaining
problem with this scheme is that packet duplication may
occur. In fact, if the final ACK is lost, the relay node is now
in charge of packet delivery, whereas the transmitter will
not be aware of this fact and will retry the transmission of
the same packet. This ambiguity does not compromise the
correctness of the scheme and can be solved by intermediate
nodes when an additional copy of the same packet is
received and discarded. This requires that nodes keep the
memory of recent transmissions. If this is not possible or
desirable, as well as in the case in which multiple copies of
the same packet go through disjoint sets of nodes, packet
duplication will be detected at the destination, which leads
to some inefficiency that, on the other hand, is mitigated by
the fact that losing an ACK when the packet was successful
is a low probability event and the overall performance
impact may be expected to be limited.

2.1.2 Receiver

Each node will (more or less) periodically wake up and put
itself in the listening mode. If nothing happens throughout
the listening time, whose duration may be fixed or random,
the node goes back to sleep. On the other hand, if the node
detects the start of a transmission, it goes into the receiving
state. Note that the randomness of the events involved
makes the sleep process not exactly periodic. The sleep time
will be considered as a constant in the following, for
convenience of explanation and of analysis. In reality, more
sophisticated schemes could be envisioned in which sleep
times could be random or could depend on the battery
status (i.e., nodes with less charge tend to sleep longer).
These variants are left for future study.1

Upon detecting the start of a message, a listening node
starts receiving. At the same time, it activates the busy tone
on the busy tone frequency for a duration TRTS . If no valid
RTS is received, the node goes back to the listening state,
where it stays for the originally scheduled duration. On the
other hand, if a valid RTS is received, the node reads the
information in it and determines its own priority as a relay.
This priority is based on the relative location of the node
itself compared to the distance between the transmitter and
the intended final destination. Specifically, assume the

following: The portion of the coverage area of the
transmitter which is closer to the intended destination than
the transmitter itself is divided in Np regions A1; . . . ;ANp

such that all points in Ai are closer to the destination than
all points in Aj for j > i; i ¼ 1; . . . ; Np � 1. (Possible choices
of these regions may be to take all with the same area or to
quantize the advancement in Np equal levels.)

In the first CTS slot after the RTS, all nodes in A1 will
send a CTS message, while all others will be silent. All
nodes will then listen for the message from the transmitter
in the latter part of the CTS slot. If a packet start is heard
(which contains the identification of the node which sent
the CTS), only the designated node will continue to receive,
whereas all others will go back to sleep. Notice that going
back to the listening state is not a good strategy since these
nodes are in the coverage area of the transmitter and,
therefore, will be unable to serve as relays for any other
node. In the interest of energy saving, the best thing to do is
to go back to sleep regardless of any previous schedule (if
the listening interval is significantly longer than a complete
transaction, nodes could just interrupt their listening and
resume it at the end of the transmission).

If, in the second part of the first CTS slot, a CONTINUE
message is heard, it means that there are no nodes in A1 and
all nodes in A2 will contend in the second CTS slot. If an
ABORT message is received, the transmitter has reached the
maximum allowed number of CTS slots and the transaction
is aborted.

If, on the other hand, a COLLISION message is received,
this means that more than one CTS was generated in the CTS
slot. All nodes who did not transmit will drop out (they
recognize that higher priority nodes are present) while those
involved in the collision will start the collision resolution
algorithm. Each colliding node will decide with probability
0.5 whether or not to continue. Who decides to continue will
send a CTS in the next slot. Three events are possible:

1. Only one node sends, transmitter starts packet
transmission, and all others drop;

2. More than one CTSs are sent in the same slot,
transmitter sends a COLLISION message, those who
did not send drop out, those involved in the collision
decide whether or not to continue as before, until the
collision is resolved;

3. No CTS is heard, a CONTINUE message is sent by
the transmitter, and all nodes who did not select the
current slot decide again independently whether to
continue as before.

This procedure will terminate in few slots with high
probability. In order to force it to be limited, the transmitter
can send an ABORT message if the collision is not resolved
within NMaxColl CTS slots. Finally, any node which receives
a message it does not understand will drop out.

Nodes which heard the RTS correctly will follow the
sequence of steps above and they are guaranteed to either
become the relay node or to drop out at some point. The
event that two nodes think they are the designated relay can
be completely avoided if the start of the packet contains the
full relay node’s address or made very unlikely in a
simplified schemewhere, at the start of the packet, a random
number (included in the CTS as temporary short address) is
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either is busy since, in this case, it is impossible for it to act as a relay.



transmitted. In order to avoid the hidden terminal problem,
each node involved in the above procedure will keep the
busy tone active until it drops out or, if it is the winner, until
the whole data packet has been received.

We stress the fact that the above protocol choices (e.g.,
the details of the collision resolution algorithm) are made
just to give an example of how it is possible to provide the
related functionality. It is not our goal here to optimize
these schemes, but rather to show that our proposal is able
to achieve satisfactory performance. Even better perfor-
mance could be obtained if further optimization is pursued
and this is left as an interesting topic for future work.

3 APPROXIMATE ANALYSIS

We first develop an approximate analysis of the GeRaF
collision avoidance scheme described in the previous
section in order to gain some understanding of the basic
mechanisms and sources of energy consumption, as well as
to compare it to STEM.

We assume that nodes are distributed throughout the
network according to a Poisson process in two dimensions,
with intensity � nodes per unit area. A node in the network,
while mostly sleeping, wakes up for two reasons, namely, if
it has a packet to transmit or if it is time for it to listen
according to the wakeup scheme. Note that, in the latter
case, there are three possibilities, i.e.,

1. nothing is received and the node goes back to sleep
after a specified amount of time,

2. activity is detected, but the node is not selected as a
relay, and

3. the node acts as a relay.

Clearly, these three possibilities correspond to different
amounts of active time and energy consumption.

Consider a long time interval of duration t. The total
average energy consumed during this time can be ex-
pressed as follows:

Etot ¼ NTET þN‘E‘ þ TsPs; ð1Þ

where NT and N‘ are the average number of times (during
t) the node transmits a packet and wakes up to listen,
respectively, while ET ;E‘ is the average amount of energy
consumed following either event. Ts is the total amount of
time the node spends in the sleep mode and Ps is the
corresponding power. In the following, the various terms in
(1) are evaluated.

3.1 Packet Transmission

In case of a packet transmission, the transmitting node
sends an RTS message, of duration TRTS , and listens for
CTSs until it hears some signal. If Np CTS slots go by
without any CTS heard, the sender times out and retries. Let
N ¼ �� be the average number of nodes in the coverage
area,M ¼ dN be the average number of such nodes listening
(d is the duty cycle of the listening activity of each node),
and � be the fraction of those nodes which are considered as
relays.2 The probability that there are no nodes which can

answer the RTS is then e��M . Each cycle where no nodes
respond then involves, besides the RTS, Np empty CTS
slots, i.e., the sender transmits one RTS, listens (without
receiving anything) for NpTCTS , and transmits (CONTINUE
messages) for NpTCTSr. On average, there are ðe�M � 1Þ�1

such cycles, followed by a successful handshake, which
involves one RTS, x CTSs, and ðx� 1Þ CTS replies since the
reply to the last (successful) CTS is the start of the data
packet itself.3 The average number of CTS slots in a
successful handshake, x, can be computed as follows: Let
�0 ¼ �M=Np be the average number of available relays in
each priority region.4 A successful handshake starts with
i empty CTS slots with probability e�i�0 (0 � i < Np),
followed by �k slots with probability e��0�k0=k!, where �k
is the number of slots needed to resolve a “collision” in
which k � 1 nodes are involved. Note that, with the binary
splitting strategy used to resolve collisions, the average
number of slots sk ¼ E½�k�, obeys the following recursive
relationship:

sk ¼
1 k ¼ 1
1þ2�k

Pk�1

i¼1

k
ið Þsi

1�2�kþ1 k > 1:

(
ð2Þ

In summary, the joint probability of having exactly j � 0
empty cycles, followed by a nonempty cycle with i empty
slots (0 � i < Np) plus one nonempty slot in which k � 1
CTSs are sent, is given by

e�Np�0
� �j

e�i�0
e��0�k0
k!

; j � 0; 0 � i < Np; k � 1: ð3Þ

Then, for the length of the nonempty cycle, we have

x ¼ E½iþ �k�

¼
X1
j¼0

XNp�1

i¼0

X1
k¼1

ðiþ skÞ e�Np�0
� �j

e�i�0
e��0�k0
k!

¼ 1� e��0

1� e�Np�0

XNp�1

i¼0

ie�i�0 þ
P1

k¼1
e��0�k0
k! sk

1� e��0

¼ e��0

1� e��0
� Npe

�Np�0

1� e�Np�0
þ
P1

k¼1
e��0�k0
k! sk

1� e��0
:

ð4Þ

Finally, the sender transmits the packet for TD and receives
the ACK for TACK . Note that these messages are all
transmitted/received on the data frequency, while trans-
mission on the busy tone frequency is activated during the
CTS slots and the ACK. For later analytical convenience, we
ignore the carrier sense activity, which would involve an
additional listening time of � , which is a very reasonable
approximation since � � TD. The total time the transmitting
node is on (counting twice the times during which both
radios are active) is then given by

tT ¼ ðe�M � 1Þ�1ðTRTS þNpð2TCTS þ TCTSrÞÞ
þ TRTS þ 2xTCTS þ ðx� 1ÞTCTSr þ TD þ 2TACK:

ð5Þ
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2. Note that nodes which are placed opposite with respect to the
destination should not be used as a general rule.

3. For simplicity, and with no loss in generality, we ignore here the fact
that only a limited number of attempts is allowed, i.e., we take
NMaxAtt ¼ NMaxColl ¼ 1.

4. In order to simplify the notation, here we define the priority regions as
having the same area. Extension to the general case is straightforward.



If we assume that the power spent in each of these functions
(transmit, receive, and listen) is the same P for all,5 the total
energy spent every time a node wants to transmit a packet
is ET ¼ tTP and the contribution of the energy associated to
packet transmission to the total average power consump-
tion Etot=t is

NTET

t
¼ �PtT ; ð6Þ

where � is the packet arrival rate at each node.

3.2 Listening/Receiving

Each node wakes up periodically with duty cycle d and
stays on for a time TL. The average rate of packet arrivals in
its coverage area is �N , and the probability that no activity
is detected is p0 ¼ e��NTL . In this case, the node just spends
the amount of time TL listening and goes back to sleep. On
the other hand, with probability 1� p0, someone in the
coverage area will start an RTS. Before being able to know
whether it can be considered as a relay, the node must
receive this RTS. Since the arrival time of this RTS is
uniformly distributed within the listening interval, the
actions involved are listening to the data channel for TL=2,
on average, and receiving for TRTS . Note that, as soon as the
node detects channel activity, it turns on its busy tone so
that a transmit activity for TRTS on the busy tone frequency
must be accounted for as well.

Given that an RTS is started, with probability 1� � the
node will not be in the portion of the coverage area
facing the destination and will drop out immediately after
receiving the RTS. In this case, there is no additional
activity involved. On the other hand, with probability �
the node will participate in the contention, along with
other nodes whose number is a Poisson r.v. with mean
�M. Since all participating nodes have the same prob-
ability of being the winner, the probability that the node
wins the contention is found as

X1
k¼0

1

kþ 1

e��Mð�MÞk

k!
¼ 1� e��M

�M
: ð7Þ

In this case, i.e., the node wins the contention, it is involved
at most in sending x CTSs (with x as given in (4)), receiving
ðx� 1Þ CTS replies, receiving the data packet, and, finally,
sending the ACK. When the node is receiving, i.e., for a time
equal to ðx� 1ÞTCTSr þ TD, the busy tone is on.

If, on the other hand, the node participates in the
contention but loses it (with conditional probability
ð�M � 1þ e��MÞ=�M), the activity involved is upper
bounded by receiving ðx� 1Þ CTS replies and transmitting
continuously (CTSs or busy tone) for ðx� 1ÞðTCTS þ TCTSrÞ.
Note, in fact, that nodes losing the contention do not
necessarily participate until the end and with certainty do
not transmit in the very last CTS slot (in which somebody
else is successful).

In summary, the total average active time of the radio
(counting twice the times when both radios are on) can be
found as

t‘ ¼ p0TL þ ð1� p0Þ
"
TL
2

þ 2TRTS

þ 1� e��M

M
ðxTCTS þ 2ðx� 1ÞTCTSr þ 2TD þ TACKÞ

þ �M � ð1� e��MÞ
M

ðx� 1ÞðTCTS þ 2TCTSrÞ
#

¼ TL þ ð1� p0Þ
"
�ðx� 1ÞðTCTS þ 2TCTSrÞ

þ 2TRTS �
TL
2

þ 1� e��M

M
ðTCTS þ 2TD þ TACKÞ

#
:

ð8Þ

For reasonable scenarios, the probability that upon
wakeup the node ends up being involved in a data
exchange will have to be small (the whole idea being to
avoid heavy load of the nodes). In order to have network
stability, we must have �NTDATAex < 1, i.e., the average
number of users in transmission state per coverage area
must be less than unity (TDATAex is the total time for a
data transfer from RTS to ACK). If we assume that
TL � TDATAex, we have that �NTL � 1. In this case, we
have 1� p0 ¼ 1� e��NTL ’ �NTL.

If, once again, we assume that an active radio consumes a
power P regardless of its being in transmit, receive, or listen
mode, the total average contribution to the total average
power consumption Etot=t can be found as N‘E‘=t. For an
unloaded network, we would have N‘=t ¼ d=TL, while, in
general, it is true thatN‘=t � d=TL and the bound is tight for
low traffic. In this case, we can write

N‘E‘

t
’ dE‘

TL
¼ dPt‘

TL

¼ dP þ �P �MTL
2

þ �Mðx� 1ÞðTCTS þ 2TCTSrÞ
�

þ 2MTRTS þ ð1� e��MÞ TCTS þ 2TD þ TACKð Þ
�
;

ð9Þ

where we used the fact that

dP ð1� p0Þ
TL

’ dP�NTL
TL

¼ �PM: ð10Þ

3.3 Sleeping

The total amount of energy consumed while sleeping is
given by TsPs, where Ts is the total amount of time the two
radios are off. Notice that, since in the above analysis we
never accounted for sleeping times in between active
periods of the radios, Ts must include those times as well.
In any event, we can affirm that the contribution of sleeping
time to the overall average power consumption is TsPs

t � Ps,
where Ps is the overall power consumed when both radios
are in sleep mode. In view of the fact that, in the envisioned
scenarios, the radios must be sleeping most of the time, we
have t� Ts � t and, therefore, the above bound is tight and
can be used as a reasonable approximation.
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5. This assumption is clearly not critical since one can precisely
distinguish among the three functions, thereby assigning the exact power
to each if needed. On the other hand, even though possibly not the same,
these power levels have been observed to be comparable and we expect no
additional insight from a more accurate definition of the power levels. The
assumption therefore appears to be reasonable and is made here to limit the
size of the parameter space.



3.4 Total Average Energy Consumption

We can find the total normalized average energy consump-

tion to be

 0 ¼
Etot

Pt
¼ 1

P

NTET

t
þN‘E‘

t
þ TsPs

t

� �
; ð11Þ

where the expressions for the three terms are given above.

 0 is the total energy consumed in time t, divided by the

energy which would be consumed by a single radio which

is always on (transmitting, receiving, or monitoring the

channel), as is typical in traditional CSMA-based protocols.
In order to simplify the expressions, consider the case in

which TRTS ¼ TCTS ¼ TCTSr ¼ TACK ¼ TSIG. In this case, we

obtain

NTET

t
¼ �P ðe�M � 1Þ�1ð3Np þ 1ÞTSIG

h
þð3xþ 2ÞTSIG þ TD�;

ð12Þ

N‘E‘

t
’ dP þ �P �MTL

2
þ 2ð1� e��MÞTD

�
þ 3�Mðx� 1Þ þ 2M þ 2ð1� e��MÞ
� �

TSIG
�
;

ð13Þ

TsPs
t

’ Ps; ð14Þ

and

 0 ’ dþ Ps
P

þ � 3� 2e��M
� �

TD �MTL
2

�
þ 3�Mðx� 1Þ þ 2M þ 2ð1� e��MÞ
�

þ3xþ 2þ ðe�M � 1Þ�1ð3Np þ 1Þ
�
TSIG

i
:

ð15Þ

3.5 Latency

Here, we define latency as the time it takes from when a

node starts the packet transmission handshake to when the

transmission of the actual data packet starts and can be

computed similarly to (5)6 to obtain

Tlat ¼ ðe�M � 1Þ�1ðTRTS þNpðTCTS þ TCTSrÞÞ
þ TRTS þ xTCTS þ ðx� 1ÞTCTSr

¼ ðe�M � 1Þ�1ð1þ 2NpÞ þ 2x
� �

TSIG:

ð16Þ

3.6 Analysis of STEM

A similar analysis can be carried out for the STEM scheme.

We consider here STEM-B [3]. The basic principle of STEM

is the following: Nodes are expected to sleep most of the

time and to periodically wake up to listen. If a node wants

to send a packet to one of its neighbors, it starts polling it by

sending beacon messages which carry the intended reci-

pient’s identity. Since the intended recipient is guaranteed

to wake up within a finite amount of time, this polling

period ends successfully and results in the communication

link between the two nodes involved to be restored. Once

this is done, the packet transfer can occur. The details of the

beacon message, as well as a more complete description of
the scheme, can be found in [3].

3.6.1 Energy Consumption

The average energy consumption can still be divided into
three terms. In a packet transmission, the sender sends
beacons until the intended recipient wakes up and receives
one. At that point, packet exchange takes place via 802.11-
like MAC.7 Nodes wake up every T seconds for TL. The
average time the beacon needs to be sent is then given by
ðT � TBÞ=2þB1, where TB is the period with which beacons
are sent and B1 is the length of a beacon [3]. If we assume
that TL ¼ TB þB1, we obtain ðT � TLÞ=2þ 1:5B1, where
T ¼ TL=d. The total average amount of time the node is
powered on is therefore given by

tT ¼ TL
2d

� TL
2

þ 1:5B1 þ TCTS þ TD þ TACK

¼ TLð1� dÞ
2d

þ TD þ 3:5TSIG;

ð17Þ

where we assumed that the beacon acts as RTS. The
contribution to the average power consumption due to
packet transmission is then given by �PtT .

After waking up, a node will be addressed with prob-
ability 1� p0, where p0 is the probability that no activity is
detected. Note that, in this case, nodes are explicitly
addressed and, therefore, the rate at which messages for a
specific node are generated is lower than before (where, on
the other hand, all nodes in the coverage area would receive
the RTS). However, since a beacon is for a specific node, the
interval of time during which a new message can be
generated is now T rather than TL. The message arrival rate
is then given by

�NT

N
¼ �TL

d
: ð18Þ

Notice that this is the average fraction of listening periods in
which a node gets a message and, as before in the
envisioned scenario, we expect this number to be small.

After waking up, a node will listen for TL and go back
to sleep with probability p0 ¼ e��TL=d. With probability
1� p0 ’ �TL=d, the node will be involved in receiving a
message. In this case, note that, in STEM, the listen time is
TL ¼ TB þB1. Since the beacon start time is uniformly
distributed within TB, the average time to receive a beacon
is TB=2þB1 ¼ ðTL þB1Þ=2 ¼ ðTL þ TSIGÞ=2. After receiv-
ing a beacon, the node’s radio is involved in sending a
CTS, receiving a data packet, and sending an ACK. The
total activity time for listening/receiving is therefore

t‘ ¼ p0TL þ ð1� p0Þ
TL þB1

2
þ TCTS þ TD þ TACK

� 	

¼ TL þ ð1� p0Þ �TL
2

þ TD þ 2:5TSIG

� 	

’ TL þ �TL
d

�TL
2

þ TD þ 2:5TSIG

� 	
:

ð19Þ
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6. Specifically, unlike in (5), we do not consider the time for data and
ACK and do not count twice the times when the busy tone is active.

7. Note that STEM could be combined with various access protocols,
such as, for example, S-MAC [7]. In this setting, we assume a simple
contention-based scheme which enables direct comparison with GeRaF.



Finally, as before, we approximate the contribution of sleep
mode to the overall average power as Ps.

The total normalized average energy consumption in

STEM can therefore be computed as

 s ¼
Etot

Pt
� �tT þ dt‘

TL
þ Ps
P

¼ � TD þ 3:5TSIG þ TLð1� dÞ
2d

� �

þ d 1þ �

d
�TL

2
þ TD þ 2:5TSIG

� 	� �
þ Ps
P

¼ � 2TD þ 6TSIG þ TLð1� 2dÞ
2d

� �
þ dþ Ps

P
:

ð20Þ

Note that, for a given value of �, this expression is
independent of N . This leads to the conclusion that STEM,
as considered here, is unable to benefit from an increased
node density. A somewhat more fair comparison would be
to consider STEM combined with GAF, as proposed in [3],
so that higher densities of node deployment could be
exploited to reduce the energy consumption. This scheme
would, however, have two significant drawbacks, namely, a
poorer utilization of the coverage radius because of the node
organization into grids and the need for explicit signaling
among nodes in order to make the GAF mechanism work.
As a first step, in the following results, we focus on the
original version of STEM. A detailed evaluation of the
combination of STEM and GAF, as well as a quantitative
assessment of the above phenomena, are out of the scope of
the present paper and are left for future study.

3.6.2 Latency

If we define latency as the time from when a beacon is
initiated to the time an ACK is successfully received (and,
therefore, data exchange can start), we have, as in [3] (we
assume here " ¼ 0, which corresponds to minimum listen-
ing time TL),

Tlat ¼ B1þ2 þ
T � TB

2
¼ T � TL

2
þ 1:5B1 þB2

¼ TLð1� dÞ
2d

þ 2:5TSIG:

ð21Þ

4 PERFORMANCE COMPARISON

In this section, we give some numerical results for the
schemes considered and provide a comparison between
them. First of all, notice that there are three types of
parameters in the above formulas: fixed parameters, i.e.,
parameters which are expected to be decided once for all
and will be considered as constant: In particular, we choose
the number of priority classes Np ¼ 4, the relative size of the
relay region � ¼ 0:4, the relative power consumption in
sleep mode, Ps=P ¼ 0:001, and TSIG=TD ¼ 0:1 (for simpli-
city, we assume here that all signaling packets are of the
same length TSIG); external parameters, i.e., parameters
which are common to all schemes and provide the scenario
in which those schemes are compared: In particular, the
node density and the network traffic; here, we use the
average number of nodes per coverage area, N , as a
measure of the network density and the average normalized
traffic per coverage area, �NTD, as a measure of the
network load; parameters of the specific schemes, i.e.,
parameters which play different roles in different schemes
and can be chosen differently according to the scheme
selected, for example, the listening time or the duty cycle
may not be the same in GeRaF and in STEM. In reality,
these parameters would be the subject of protocol optimiza-
tion and a fair comparison should take into account that
they can be independently selected.

As to the parameter optimization, note the following: In
STEM, the minimum listening time is TB þB1 ¼ 3TSIG.
Since it is obvious that the best choice is to select TL as small
as possible, we set TL ¼ 3TSIG here. The only remaining
independent parameter is the duty cycle. In GeRaF, if we
upper bound the energy consumption by neglecting the
negative term �MTL=2, the listening time no longer
appears explicitly in the expressions, and can therefore be
ignored. Also, in this case, the duty cycle is the only
remaining independent parameter.

The performance evaluation can therefore be carried out
in terms of energy consumption and latency as a function of
the duty cycle, with the listening times chosen as just
explained. Curves of energy and latency versus duty cycle,
as well as latency versus energy (while varying the duty
cycle), can be provided. As an example, some results are
shown in Figs. 1, 2, 3, and 4, in which the performance of
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Fig. 1. Average normalized energy consumption,  0, versus duty
cycle, d. GeRaF and STEM compared. N ¼ 20; 100, network load 0.01.

Fig. 2. Average normalized energy consumption,  0, versus duty
cycle, d. GeRaF and STEM compared. N ¼ 20; 100, network load 0.1.



GeRaF is compared with that of STEM. Figs. 1 and 2 show
the normalized energy performance,  0, versus the duty
cycle, d. In both schemes, for large duty cycle, the energy
consumption is dominated by the listening activity, as
expected. As the duty cycle is decreased, other sources of
energy consumption are important. In particular, the fact
that the transmitter must spend energy to “find a neighbor”
(either via the beacon as in STEM or by repeated attempts as
in GeRaF) becomes dominant and more so as the network
load is higher and the node density is smaller. Note that
GeRaF outperforms STEM when the node density is large.

It should be noted that the choice of the duty cycle does
not have to be the same in the two schemes as they may be
independently optimized (notice from Figs. 1 and 2 that the
minimum energy occurs for different values of d for the
two schemes). However, it is clear from the figures that, for
dense networks, the minimum energy consumption achiev-
able by GeRaF may be significantly smaller than that in
STEM. To shed some more light on this issue, we plot the
trade off between energy consumption and latency
(normalized to the duration of a data packet, TD) in
Figs. 3 and 4. The curves are generated by spanning the
range of values of the duty cycle (curves are traveled right
to left by increasing the duty cycle). For both schemes, we
can observe a region in which there is a real trade off
between energy and latency, whereas there exists a
saturation point beyond which there is no trade off as
both schemes perform poorly: The latency associated to
long sleep times is unacceptable and the persistence in
looking for a relay results in degraded energy performance
as well. In the trade off region, the relative performance of
GeRaF and STEM depends on the node density: GeRaF
performs better than STEM for sufficiently dense networks,
while the opposite is true when the density is small. As
shown in the figure, although for relatively sparse net-
works (N ¼ 20) GeRaF and STEM perform approximately
the same; for networks with N ¼ 100 nodes per coverage
area, GeRaF can gain over STEM almost an order of
magnitude in latency for comparable energy or in energy
for comparable latency. As already mentioned, STEM could

be improved by coupling it with GAF, which, on the other

hand, has significant drawbacks in terms of additional
signaling and increased number of hops. The proposed

scheme therefore appears as a promising alternative for

low-power networking.

4.1 Discussion on the Traffic Model

In the above results, we have adopted a traffic model in
which, when comparing different values of N , we have
assumed that the average network traffic remains constant.
This is justified by the fact that, in this paper, we focus on
the use of high node densities to save energy without
introducing too much latency. In this scenario, deploying
more nodes does not lead to more nodes generating more
traffic, but rather to more nodes sleeping for a larger
fraction of the time so that the average activity (in terms of
both communications activity and data generation) within a
given area is unchanged. The other option, i.e., using more
nodes to enable more data transfer, is not the main focus
here. In any event, note that the curves in Figs. 1, 2, 3, and 4
can be used in the latter case as well by just scaling the load
by the constant value of N . The comparison between GeRaF
and STEM still holds and, therefore, most of the above
conclusions still apply. In particular, GeRaF is better than
STEM for sufficiently dense networks, while the opposite is
true for small N .

Another issue related to the traffic model is the packet
generation at the sensor nodes. The model considered here
assumes that isolated packets are generated, while, in the
presence of other models (e.g., bursts of packets), the scheme
should be changed, e.g., by creating an association between a
node and the relaywhowins the contention in order to avoid
multiple contentions for packets in the same burst.

5 ENERGY OPTIMIZATION

From the plots shown, there appears to be a minimum in

the energy consumption, i.e., there exists an optimal value

of the duty cycle which minimizes the energy cost. Here, we

investigate the optimization of this parameter.
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Fig. 3. Average normalized energy consumption,  0, versus latency (in

units of TD). GeRaF and STEM compared. N ¼ 20; 100, network

load 0.01.

Fig. 4. Average normalized energy consumption,  0, versus latency (in

units of TD). GeRaF and STEM compared. N ¼ 20; 100, network

load 0.1.



Since the full expression of  0 for GeRaF is too complex,

as a first step we look for some accurate approximation. To

this aim, in Figs. 5, 6, and 7, we plot the following quantities:

t1 ¼ � ðe�M � 1Þ�1ð3Np þ 1ÞTSIG þ TD

h i
; ð22Þ

t2 ¼ �ð3xþ 2ÞTSIG; ð23Þ

t3 ¼ � �MTL
2

þ 2ð1� e��MÞTD
�

þ 2M þ 2ð1� e��MÞ
� �

TSIG
�
;

ð24Þ

t4 ¼ 3��Mðx� 1ÞTSIG t5 ¼ d: ð25Þ

In addition, we plot the normalized sleep power, Ps=P

(sl), the total normalized traffic (tr) estimated as �NTDATAex,

and the total consumption (tot)

 0 ¼ t1 þ t2 þ t3 þ t4 þ t5 þ Ps=P: ð26Þ

The reason we plot the normalized traffic is that one of
the assumptions on which our analysis is based is that the
traffic be low so that the approximations made hold.
Plotting the traffic allows us to see in which region the
results presented are reasonable and where they may be too

pessimistic. We will elaborate on this issue in Section 6,
where a more detailed model will be developed whose
accuracy does not rely on the low traffic assumption.

From the various figures (as well as from the results
obtained in many other cases, not shown here, which follow
the same general trend as in these examples), it is clear that,
for large values of d, the contribution of t5 (energy spent
listening) dominates, whereas, for low duty cycles, the
dominant term is t1, which corresponds to the energy spent
looking for a relay. From Fig. 7, we also note that, for small
traffic and dense networks, the effect of the sleep power
cannot be neglected.8 In all cases shown, as well as in all our
extensive evaluations not depicted here, terms t2; t3; t4 are
negligible over the whole range of values considered.
Therefore, in order to study the behavior of  0, we can
use the approximation

 0 ’ t1 þ t5 þ Ps=P

¼ � ðe�M � 1Þ�1ð3Np þ 1ÞTSIG þ TD

h i
þ dþ Ps=P;

ð27Þ

whose accuracy has been tested with excellent results.
Based on this expression, and recalling that M ¼ dN , we
can just differentiate  0 with respect to d and set the
derivative to zero, obtaining that the optimal choice of the
duty cycle as a function of the various parameters involved
is given by

dopt ¼
logw

�N
; ð28Þ

where

w ¼ �þ 2þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ð�þ 4Þ

p
2

; � ¼ �ð3Np þ 1Þ�NTSIG: ð29Þ

From the expression of the energy consumption of STEM,
we obtain the equation

@ s
@d

¼ �TL � 1

2d2

� �
þ 1 ¼ 0 ¼) dopt ¼

ffiffiffiffiffiffiffiffiffi
�TL
2

r
: ð30Þ
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Fig. 5. Components of the normalized average energy consumption

versus duty cycle. N ¼ 50, network load 0:001.

Fig. 6. Components of the normalized average energy consumption

versus duty cycle. N ¼ 50, network load 0:1.

Fig. 7. Components of the normalized average energy consumption

versus duty cycle. N ¼ 500, network load 0:001.

8. Note that the caseN ¼ 500, which may seem extreme, is shown here to
demonstrate that the accuracy of the approximation is good over a wide
range of the parameter values.



5.1 Results

Fig. 8 shows the optimized performance of GeRaF and of
STEM versus the average number of nodes within coverage,
N . In each curve, the value of the total average network
load is kept constant, i.e., � decreases as we move to the
right. For each value of N , the optimal duty cycle is
computed according to the above formulas and used to
compute the energy performance. We note from the above
expressions that, for GeRaF, dopt is approximately inversely
proportional to N , as is � for fixed network load (recall that
the network load is defined as �NTD). Therefore, we expect
the minimum energy consumption to be inversely propor-
tional to N , as the figure shows. In STEM, on the other
hand, dopt is proportional to

ffiffiffi
�

p
, i.e., inversely proportional

to
ffiffiffiffiffi
N

p
. Looking at the expression for  s, the behavior is

itself inversely proportional to
ffiffiffiffiffi
N

p
, as the figure shows.

Notice that the slopes of the curves corresponding to the
two schemes are therefore different and, while STEM shows
superior performance for a relatively small number of
nodes per coverage area, when the network is more dense,

GeRaF outperforms STEM, as expected. This is due to the
fact that, since any node can act as a relay, a higher density
provides a higher probability that such a node wakes up.

We remark here that the results of Fig. 8 are energy-

optimized without taking into account latency. A fair

comparison should therefore consider latency as well.

Fig. 9 shows the latency performance which, for each N ,

corresponds to choosing dopt. The figure clearly shows that,

in the considered case of fixed network traffic, the latency of

GeRaF is constant since choosing dopt (roughly) inversely

proportional to N results in a constant value of M, the

number of available relays within coverage, which is the

key factor in determining latency. On the other hand, in

STEM, the optimal choice of d results in a value of latency

which is proportional to
ffiffiffiffiffi
N

p
, as the figure shows. Clearly,

when N is larger than about 15-20, STEM has worse energy

and latency performance than GeRaF. For a more complete

investigation of the trade off between energy and latency,

refer to the already discussed Figs. 3 and 4.
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Fig. 8. Optimal normalized average energy consumption,  , versus

average number of nodes within coverage, N . Network load 0:01

and 0.1.

Fig. 9. Latency (in units of TD) corresponding to optimal energy

consumption versus average number of nodes within coverage, N.

Network load 0:01 and 0.1.

Fig. 10. Optimal normalized average energy consumption,  , versus

average number of nodes within coverage,N. Traffic per node � ¼ 0:001

and 0.01.

Fig. 11. Latency (in units of TD) corresponding to optimal energy

consumption versus average number of nodes within coverage, N .

Traffic per node � ¼ 0:001 and 0.01.



Similar results for the case in which � is kept constant
(and, therefore, the average network load increases with N)
are shown in Figs. 10 and 11. It can be seen that, in this
situation, STEM chooses a fixed point in the energy-latency
space, whereas GeRaF can still benefit from increased
density, as in the previous case.

6 SEMI-MARKOV MODEL

In the previous section, we have mentioned that the simple
analysis presented can be expected to apply only for low
traffic in the network as it assumes that, when a packet is
ready for transmission, the medium is never busy and
neglects other issues which could become relevant if the
channel is occupied for a significant fraction of the time.
This is the reason why, for low duty cycles and significant
traffic per node, the approximate expression (actually,
upper bound) for the energy consumption may increase
beyond the normalized value of two, which is the
maximum possible since the worst possible case is that
both radios are always on.

It is therefore important to validate the goodness of the
previous analysis and to determine the range of values of
the parameters in which the above results are meaningful.
In order to do so, we develop a more complete model in
which the effect of multiple attempts is accounted for. More
specifically, we track the evolution of a node, which can be
in one of the following states:

1. transmitRTS: The node has decided to start a
handshake and sends an RTS.

2. transmitpkt: A handshake has been successfully
completed and packet transmission starts.

3. packetready: The node has a packet ready for
transmission.

4. sleep: The node is in sleep mode.
5. listen: The node is in idle listening mode.
6. receiveRTS: An RTS has started while the node was

listening and the node starts receiving it.

7. receivepkt: The node has won contention to be a relay
and now receives the packet.

We build the transition structure among these states

according to the various events which can occur. For each

transition, we can determine the associated energy con-

sumption as well as other relevant metrics. The resulting

semi-Markov model can be solved to obtain the perfor-

mance results of interest. Notice that even this model is not

completely accurate, as an exact model would require us to

keep track of the state of all nodes jointly, a clearly

impossible task. However, it does capture important

behaviors, e.g., the fact that, in a loaded network, a node

may spend more time in a given state than anticipated.
In the sequel, we derive the transition structure for the

semi-Markov model. The model has seven states and

16 transitions, and is depicted in Fig. 12.

6.1 transmitRTS

This state corresponds to a node which has decided to start

a handshake and sends an RTS, i.e., medium sensing has

been successfully performed.
The possible transitions in this case are the following:

With probability 1� e��M , there is a relay available, the

node receives a CTS and enters the transmitpkt state. Given

that there is at least one active user in the relay area, the

average time to solve the contention (in number of CTS

slots) is given as x ¼ x0 þ x1, where

x0 ¼ 1� e��M
� ��1XNp�1

i¼0

Yi
j¼1

e��j

 !
1� e��iþ1
� �

i ð31Þ

is the average number of empty CTS slots (no relays in the

corresponding area), and

x1 ¼ 1� e��M
� ��1XNp�1

i¼0

Yi
j¼1

e��j

 !X1
k¼1

e��iþ1�kiþ1

k!
sk ð32Þ

ZORZI AND RAO: GEOGRAPHIC RANDOM FORWARDING (GERAF) FOR AD HOC AND SENSOR NETWORKS: ENERGY AND LATENCY... 359

Fig. 12. Transition diagram of the semi-Markov model for GeRaF.



is the average number of CTS slots from the one in which at
least one CTS is sent to when the collision is resolved (i.e., a
single CTS is sent).9

The radio on the data channel is always on, transmitting
one RTS and x� 1 CTS replies, receiving x1 CTSs, and
listening for x0 CTSs.

10 On the other hand, the second radio
(only used for busy tones) is active only when the first radio
does not transmit, i.e., during the x CTS slots. We arrange
the time spent by each radio in the four modes (transmit,
receive, listen, sleep) into a matrix, where the two rows
correspond to the two radios and the columns correspond
to the four modes in the given order. Note that the sum of
the elements of each row must be the same and is equal to
the total average time associated to the considered transi-
tion. In this case, we have

TRTSþ
ðx� 1ÞTCTSr x1TCTS x0TCTS 0

xTCTS 0 0 TRTS þ ðx� 1ÞTCTSr

0
BB@

1
CCA:

The other possibile transition is to state packetready and
occurs when no CTS is received, i.e., no relays could be
found and the node backs off. This event has probability
e��M and the associated times are

TRTS þNpTCTSr 0 NpTCTS Tbackoff

NpTCTS 0 0 TRTS þNpTCTSrþTbackoff

0
@

1
A:

6.2 transmitpkt

This state is entered when a successful handshake has been
completed. A data packet is then transmitted and an ACK
received. Two events are possible here, i.e., the packet is
successfully received with probability Psucc, for which

TD TACK 0 0
TACK 0 0 TD

� �

and which leads to the sleep state, or the packet is corrupted
with probability 1� Psucc, for which

TD 0 TACK Tbackoff
TACK 0 0 Tbackoff þ TD

� �

and which leads to packetready since a new attempt needs to
be scheduled.

6.3 packetready

This state corresponds to the node having a packet ready for
transmission. The action taken is sensing the channel. If the
channel is sensed idle for Tsensing, a transition occurs to state
transmitRTS; otherwise, the node returns in packetready after
some backoff time with average Tbackoff . Let Pidle be the
probability that the channel is sensed idle. Then, with

probability Pidle, there is a transition to transmitRTS with
times

0 0 Tsensing 0
0 0 Tsensing 0

� �
;

whereas, with probability 1� Pidle, there is a transition to
packetready with times

0 0 Tsensing Tbackoff
0 0 Tsensing Tbackoff

� �
:

Note that the evaluation of Pidle is not easy since the

medium is sensed busy if any node is transmitting within

range, as well as if any node is sending the busy tone in

response to transmissions by other nodes (which need not be

within range of the node considered). Notice that a node will

be affected by any transmission which started up to TDATAex
earlier, where TDATAex is the total time for a data transfer

from RTS to ACK. The area in which these data exchanges

may affect our node is at least one coverage circle around the

node (transmitters are directly heard on the data channel)

and atmost a circle with twice the radius (where transmitters

may trigger busy tones in the coverage area of our node).

Therefore, we can say that e�4�NTDATAex � Pidle � e��NTDATAex .

These bounds have been found to be tight in the cases of

interest.

6.4 Sleep

In this state, both radios are turned off. The state is exited

wheneither anewpacket is generatedby thenodeor thenode

is scheduled to wake up. If � is the packet arrival rate at each

node and Tsleep is the sleep time (assumed constant), a

transition to packetready occurs with probability 1� e��Tsleep ,

with times

0 0 0 x
0 0 0 x

� �
;

where

x ¼ 1

�
� Tsleep
e�Tsleep � 1

ð33Þ

is the average time to the next packet arrival given that it
arrives before sleeping time expires. The other possible
transition exiting state sleep is to state listen (corresponding
to no packet arrivals at the node throughout the sleeping
period), with probability e��Tsleep and times

0 0 0 Tsleep
0 0 0 Tsleep

� �
:

6.5 listen

In this state, the node monitors the data channel. If no

activity is detected (i.e., no RTS is started) and no packet is

locally generated, the node goes back to sleep after TL;

otherwise, it takes the appropriate actions. The rate at which

new packets are generated by the node itself is �, whereas

the rate at which RTSs are generated by nodes within

coverage of the listening node is �N . Therefore, the rate at
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9. In this section, we specifically use �j to denote the average number of
nodes in Aj so that the analysis applies to the case in which the priority
regions are generally defined.

10. Note that the actual number of CTSs which the transmitter receives
may be less than x1 since some of the CTS slots during the resolution of a
contention may be empty. What we consider here is a conservative
approximation, which may be expected to be very tight since the power for
receive and listen is almost the same and, in addition, as shown in Section 5,
the contribution of this transition is small.



which the listening period is interrupted is �ðN þ 1Þ. The
average time to the next packet arrival at any of the nodes in

range (included the node itself), given that one such packet

arrives before listening time expires, is given by

x ¼ 1

�ðN þ 1Þ �
TL

e�ðNþ1ÞTL � 1
: ð34Þ

The probabilities that this packet arrival occurs at the node

or at one of its neighbors are 1=ðN þ 1Þ and N=ðN þ 1Þ,
respectively.

The possible transitions are therefore to state sleep with

probability e��ðNþ1ÞTL and times

0 0 TL 0
0 0 0 TL

� �

and to states receiveRTS and packetready with probabilities
Nð1�e��ðNþ1ÞTL Þ

Nþ1 and 1�e��ðNþ1ÞTL
Nþ1 , respectively, and times

0 0 x 0
0 0 0 x

� �
:

6.6 receiveRTS

In this state, after having sensed the start of a RTS, the node
receives it. If the node belongs to the relay area for the
corresponding packet, it contends for being a relay; other-
wise, it goes back to sleep. The following events need to be
considered:

1. The node is not in the relay area.
2. The node is in the relay area but drops out before it

sends a CTS.
3. The node is in the relay area, sends a CTS, and loses

the collision.
4. The node is in the relay area, sends a CTS, and is the

winner.

The node is not in the relay area with probability 1� �. In
this case, the only time involved is receiving the RTS. Note
that, while receiving the RTS, the node transmits the busy
tone on the busy tone frequency.

Conditioned on the node being in the relay area, the

probability that the node is in Ai is proportional to the area

of Ai. Let

bi ¼ P ½node in Aijnode in relay area� ¼ area of Ai

relay area
ð35Þ

and

ci ¼ P ½node in Aj; j ¼ 1; . . . ; ijnode in relay area� ¼
Xi
j¼1

bj:

ð36Þ

The node is in the relay area, but drops out in slot iþ 1

before sending a CTS, if there are i empty CTS slots, the

ðiþ 1Þst is not empty and the node is in Am;m > iþ 1. The

probability of this event is

�
Yi
j¼1

e��j

 !
1� e��iþ1
� �

ð1� ciþ1Þ ð37Þ

so that the average probability that a node drops out is

pd ¼ �
XNp�1

i¼0

ð1� ciþ1Þ
Yi
j¼1

e��j

 !
1� e��iþ1
� �

ð38Þ

and the conditional average number of slots involved is

xd ¼
�

pd

XNp�1

i¼0

ð1� ciþ1Þ
Yi
j¼1

e��j

 !
1� e��iþ1
� �

ðiþ 1Þ: ð39Þ

Note that the node never transmits a CTS in any of these

slots.

The node is in the relay area, sends a CTS in slot iþ 1,

and loses the collision, if there are i empty CTS slots, the

node selects slot iþ 1, other k nodes select slot iþ 1, and

one of them is the winner. The probability of this event is

found as

�
Yi
j¼1

e��j

 !
biþ1

e��iþ1�kiþ1

k!

k

kþ 1
ð40Þ

in which we exploited the fact that any of the kþ 1

contending users has the same probability of being the

winner. The probability that the node loses the contention is

therefore

pl ¼ �
XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1

X1
k¼0

e��iþ1�kiþ1

k!

k

kþ 1

¼ �
XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1 1� 1� e��iþ1

�iþ1

� � ð41Þ

and the conditional average number of slots involved is

bounded by xl ¼ xl0 þ xl1, with

xl0 ¼
�

pl

XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1 1� 1� e��iþ1

�iþ1

� �
i ð42Þ

xl1 ¼
�

pl

XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1

X1
k¼0

e��iþ1�kiþ1

k!

kskþ1

kþ 1
; ð43Þ

where sk is the average time to solve a collision involving

k nodes, and is an upper bound here since the node drops

out before the collision is resolved. Note that xl0 is the

average number of slots in which the node certainly does

not transmit a CTS, whereas xl1 is the average number of

slots in which the node may transmit a CTS (during collision

resolution, the node may decide not to transmit).

The node is in the relay area, sends a CTS in slot iþ 1,

and wins the collision if there are i empty CTS slots, the

node selects slot iþ 1, other k nodes select slot iþ 1, and

our node is the winner. As before, the probability of this

event is found as

�
Yi
j¼1

e��j

 !
biþ1

e��iþ1�kiþ1

k!

1

kþ 1
: ð44Þ
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The probability that the node wins the contention is
therefore

pw ¼ �
XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1

X1
k¼0

e��iþ1�kiþ1

k!

1

kþ 1

¼ �
XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1

1� e��iþ1

�iþ1

� � ð45Þ

and the conditional average number of slots involved is
bounded by xw ¼ xw0 þ xw1, where

xw0 ¼
�

pw

XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1

1� e��iþ1

�iþ1

� �
i ð46Þ

xw1 ¼
�

pw

XNp�1

i¼0

Yi
j¼1

e��j

 !
biþ1

X1
k¼0

e��iþ1�kiþ1

k!

skþ1

kþ 1
: ð47Þ

As before, xw0 is the average number of slots in which the
node certainly does not transmit a CTS, whereas xw1 is the
average number of slots in which the node may transmit a
CTS (during collision resolution, the node may decide not to
transmit and can still continue and be the winner if no other
nodes transmit).

Of the four events above, the first three lead to the sleep
state. The corresponding probability is pd þ pl þ ð1� �Þ, the
conditional average number of slots in which the node
certainly does not transmit a CTS is bounded by

x0 ¼
pdxd þ plxl0

pd þ pl þ ð1� �Þ ð48Þ

and the conditional average number of slots in which the
node may transmit a CTS is bounded by

x1 ¼
plxl1

pd þ pl þ ð1� �Þ : ð49Þ

(Note that, if the node is not in the relay area, it drops out
immediately.) The time for this transition is therefore

x1TCTS TRTS þ xTCTSr 0 x0TCTS
TRTS þ xTCTSr þ x0TCTS 0 0 x1TCTS

� �
;

where x ¼ x0 þ x1.
On the other hand, if the node wins the contention, it will

go to state receivepkt, with probability pw and time

xw1TCTS TRTS þ xwTCTSr 0 xw0TCTS
TRTS þ xwTCTSr

þxw0TCTS 0 0 xw1TCTS

0
@

1
A;

where xw ¼ xw0 þ xw1.
In the above expressions, we assumed that the busy tone

starts being active when the RTS starts and is kept active
until the node drops out or wins the contention, with the
exception of the time during which the data radio is
transmitting (i.e., when the node sends CTSs).

As a final remark, note that here we are ignoring the
transition from state receiveRTS to listen which corresponds
to the event “no RTS detected” in the diagram of Fig. 12
since we assume that, once the start of an RTS is detected,
the message is in fact an RTS, so the probability of the event
“no RTS detected” is zero.

6.7 receivepkt

In this state, a node receives a data packet while transmit-

ting the busy tone. With probability Psucc, this packet

transmission will be correct and the node will transition to

state packetready with times

TACK TD 0 0
TD 0 0 TACK

� �
;

whereas, with probability 1� Psucc, this packet transmission

will be corrupted, the node will go back to sleep, and no

ACK will be generated, which corresponds to a transition to

state sleep with times

0 TD 0 0
TD 0 0 0

� �
:

Note that, in the above, we assumed that a node which

correctly receives a packet will immediately try to forward

it, i.e., a correct packet reception leads to state packetready.

6.8 Performance Analysis

From the transition structure developed above, it is possible
to find many metrics of interest. In particular, it is possible
to assign to each transition an average energy cost by
appropriately weighing the average times the two radios
spend in the different functions. By doing so, it is possible to
find the average energy consumption by using the theory or
renewal reward processes [13]. Note that, in the above
analysis, the amounts of time either radio spends in each
state are separately accounted so that it would be
straightforward to consider different power consumptions
among the different modes of operation and between the
two radios.

It is also possible to find the average latency, defined as the
time fromwhen a packet is generated to when the successful
transmission of the packet starts. In this case, the latency is
given by the first passage time from state packetready to state
sleep, minus ðTD þ TACKÞ. The first passage time from state i
to state j of a semi-Markov chain, �ij, can be found by solving
the following set of equations [13]:

�ij ¼ �i þ
X
r 6¼j

Pir�rj ð50Þ

for all states i, where �i is the average time spent in state i
when it is entered,11 and Pij are the transition probabilities
of the embedded Markov chain.

Similarly, it is possible to find the average energy cost of

correctly delivering a packet by finding the “first passage

time” from state packetready to state sleep, where, instead of

the actual time metrics, we use, on each transition, the

energy metrics.
Example results from this analysis are plotted in Figs. 13

and 14 where the normalized energy consumption from the
simplified analysis and that from the semi-Markov model
are compared. Although, for low duty cycles, the behavior
may be significantly different when the network is not
dense, the simplified analysis can accurately predict the
behavior in a large fraction of the range and, more
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11. This time is computed for each state i by taking the time matrices for
all outgoing transitions, averaging them with respect to all possible
destinations, and taking the sum of either row [13].



importantly, it accurately predicts the location of the
minimum, i.e., the value of dopt given above is in fact
accurate in all cases, as also confirmed by our other
extensive evaluations not shown here due to space
constraints.

Similarly, a semi-Markov model can be developed for
STEM as well. Note that the more complicated part of the
above analysis is the one due to the CTS contention, which
is not part of STEM. The resulting analysis is therefore
much simpler for STEM than it is for GeRaF and is not
pursued here due to space constraints.

7 SIMULATION RESULTS

In the previous section, we have provided some validation
of the simple analysis by means of a more sophisticated
model which takes into account the actual time a node
spends in any given state. On the other hand, the semi-
Markov analysis is itself not exact since it focuses on the
behavior of a single node while essentially assuming that all

other nodes operate in steady-state. In order to further
verify that the insights provided by our analysis are correct,
we set up a simulation program (written in C++) which
implements all the details of the proposed MAC and
forwarding mechanisms. In particular, the simulation
correctly takes into account all interactions among nodes
(e.g., backoff effects). On the other hand, in order to first
focus on the effects of the detailed MAC mechanisms, the
radio modeling is still limited to circular coverage areas.
The simulated scenario consists of a square area in which
nodes are uniformly distributed. In order to observe
multihop behavior, we set the side of the square to eight
times the coverage radius (in the simulation, we used a
400� 400 meter area and a coverage radius of 50 m). The
number of nodes is then chosen based on the value of N
selected. The data rate is 19.2 kbps, the data packet is
1,000 bits, and all signaling packets are 100 bits. In view of
the low data rate, the sensing time is ignored. The relay area
is divided in four regions as detailed in the protocol
description.

While we defer a detailed simulation study of the
protocol, which can be expected to reveal many aspects of
the protocol details which cannot be studied by analysis,
in this section we provide some preliminary results to
show that the performance results predicted by our
analytical approach are confirmed by simulation points.
Figs. 15 and 16 report the normalized energy consumption
of GeRaF,  0, as a function of the network load, �NTD, for
two different network densities, N ¼ 5 and N ¼ 50, and
for two values of the duty cycle, d ¼ 0:01 and 0.1. The
curves shown are obtained by both analytical approaches
presented in this paper and simulation points are
included.12 From these figures, we can observe that, as
already pointed out, the simple analytical model may
significantly overestimate the energy consumption for
sparse networks, while, on the other hand, the more
detailed semi-Markov model closely matches the simula-
tion points, and correctly predicts the network behavior in

ZORZI AND RAO: GEOGRAPHIC RANDOM FORWARDING (GERAF) FOR AD HOC AND SENSOR NETWORKS: ENERGY AND LATENCY... 363

Fig. 13. Normalized average energy consumption,  0, versus duty cycle.

Simple analysis and semi-Markov model compared. N ¼ 5, network

load 0:01.

Fig. 14. Normalized average energy consumption,  0, versus duty cycle.

Simple analysis and semi-Markov model compared. N ¼ 50, network

load 0:01.

Fig. 15. Normalized average energy consumption,  0, versus the

network load. Simple analysis and semi-Markov model compared with

simulation points. N ¼ 5, duty cycle 0:01 and 0:1.

12. The results shown are those obtained from single simulation runs.
The statistical significance has been checked by observing that simulations
with different seeds provide essentially the same results.



the whole range of parameters presented. The latency
results of Fig. 17 for N ¼ 50 and for d ¼ 0:01 and 0.1 also
show that the analytical approaches identify the right
trend. These results show the accuracy of the semi-
Markov analysis and help in determining where the
simplified analysis (which makes it possible to write
closed-form expressions) can be applied.

A detailed simulation campaign is needed in order to
verify the sensitivity of the system behavior with respect to
the fine details of the protocol, as well as to understand the
protocol behavior in extreme situations (e.g., very sparse
networks or very high load) where the analysis may become
less accurate.

8 CONCLUSIONS AND FUTURE WORK

In this paper, we considered a novel forwarding technique
based on geographical location of the nodes involved and
random selection of the relaying node via contention
among receivers. A collision avoidance scheme based on

the idea of geographic random forwarding was proposed
and an approximate analysis of its energy and latency
performance was provided. The proposed scheme was
compared with STEM and was shown to perform sig-
nificantly better for sufficient node density. Optimization of
the duty cycle for the two schemes was performed and the
obtained optimized performance results were compared.
Finally, a more accurate analysis via an elaborate semi-
Markov model for the sensor node evolution was proposed
and both analytical approaches were validated by means of
simulations.

Future work involves several refinements and extensions
of the above work, as well as validation of the analytical
results by more comprehensive simulations where the
simplifying assumptions employed in the analysis are
relaxed and more realistic channel models are considered.
In particular, issues which should be considered are the
development of a semi-Markov model for STEM, the
consideration of various other metrics, the coupling of the
energy-latency analysis with the multihop scenario, and the
effect of different traffic models, e.g., when packets are
generated in bursts or by nodes which are in the same
geographical area.
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