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a b s t r a c t 

To promise on-line and adaptive traffic engineering in software defined networks (SDNs), the control 

messages, e.g., the first packet of every new flow and network traffic statistics, should be forwarded from 

software defined switches to the controller(s) in a fast and robust manner. As many signaling events and 

control plane operations are required in SDNs, they could easily generate a significant amount of control 

traffic that must be addressed together with the data traffic. However, the usage of in-band control chan- 

nel imposes a great challenge into timely and reliable transmissions of control traffic, while out-band 

control is usually cost-prohibitive. To counter this, in this paper, the control traffic balancing problem is 

first formulated as a nonlinear optimization framework with an objective to find the optimal control traf- 

fic forwarding paths for each switch in such a way the average control traffic delay in the whole network 

is minimized. This problem is extremely critical in SDNs because the timely delivery of control traffic 

initiated by Openflow switches directly impacts the effectiveness of the routing strategies. Specifically, 

the fundamental mathematical structures of the formulated nonlinear problem and solution set are pro- 

vided and accordingly, an efficient algorithm, called polynomial-time approximation algorithm (PTAA), is 

proposed to yield the fast convergence to a near optimal solution by employing the alternating direction 

method of multipliers (ADMM). Furthermore, the optimal controller placement problem in in-band mode 

is examined, which aims to find the optimal switch location where the controller can be collocated by 

minimizing the control message delay. While it is not widely researched except quantitative or heuristic 

results, a simple and efficient algorithm is proposed to guarantee the optimum placement with regards of 

traffic statistics. Simulation results confirm that the proposed PTAA achieves considerable delay reduction, 

greatly facilitating controller’s traffic engineering in large-scale SDNs. 

© 2015 Elsevier B.V. All rights reserved. 
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1. Introduction 

Software Defined Networks (SDNs) have been recognized as

the next-generation networking paradigm with the promise to

dramatically improve network resource utilization, simplify net-

work management, reduce operating cost, and promote innova-

tion and evolution [1–3] . One of the key ideas in SDNs is to

separate the data plane from the control plane by: (i) remov-

ing control decisions from the forwarding hardware, e.g., routers

or switches, (ii) enabling the forwarding hardware to be pro-

grammable through an open and standardized interface, e.g., Open-

flow [1] , and (iii) using a network controller with the supporting
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anagement applications (such as routing and resource allocation)

o define (in software) the behavior of the network forwarding

nfrastructure. With such decoupled networking architecture, the

imely delivery of control messages for each software defined or

penflow switch largely impacts the efficiency and effectiveness of

DNs, especially when in-band mode [4] is used for control traf-

c that could significantly affects the system performance with

he combined traffic of the original data and the control messages.

hus, it becomes a great challenge to support the load-balancing of

n-band control traffic for the minimum network delay via a cen-

ralized controller in SDNs. 

Furthermore, many signaling events and control plane opera-

ions are required in SDNs [2,3,5] . They could easily generate a

ignificant amount of control traffic that must be addressed to-

ether with the data traffic. On the other hand, it would be cost-

rohibitive to deploy large-scale SDN with out-band control where

ach switch would be directly connected to the controller with a

eparate control channel. We foresee that SDN technologies would

http://dx.doi.org/10.1016/j.comnet.2015.08.004
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
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Fig. 1. Network topology of SDNs. 
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e gradually adopted in enterprises in in-band mode, as we start

o address and resolve remaining technical issues. However, exist-

ng work all focuses on balancing data traffic in data plane, such

s prioritizing the interactive, elastic, and background traffic in [6] .

ifferent from data traffic balancing which aim to evenly distribute

ata traffic flows among network links, control traffic balancing is

uch more challenging particular for in-band control [3] . It aims

o find the control message forwarding paths of each switch in

uch a way that the control message delay can be minimized sub-

ect to acceptable performance for the original data traffic. This

ontrol traffic forwarding problem is extremely critical in SDNs

ecause the timely delivery of control traffic initiated by Open-

ow switches, e.g, the first packet of every new flow and the traf-

c/congestion status, directly impacts the effectiveness of the rout-

ng strategies determined by the controller. 

In this paper, by using queueing network theory [7] , we address

he control traffic forwarding issue by formulating it as a nonlinear

ptimization problem . However, the complexity of such a formula-

ion is extremely high due to (i) its nonlinearity and (ii) massive

ariables of link traffic assignments for large-size networks. As a

esult, the conventional methods for nonlinear optimization prob-

ems, such as interior point methods [8] , become impractical both

n terms of computation time and storage. Therefore, the principle

olving method for these large-scale nonlinear problems is to find

n approximate and near optimal solution in the solution space [9] .

owards this, we first analyze the fundamental structure of control

raffic balancing problem by proving its polynomial time complex-

ty, i.e., its polynomiality [9] . Specifically, the optimization problem

s justified as a strictly convex framework, and it is proved that the

olution can be approximated by a polynomial-time fast algorithm.

urthermore, by deriving the Karush–Kuhn–Tucker (KKT) optimal-

ty conditions [8] , we reveal the mathematical structure of solution

et. Such polynomiality analysis along with the derived KKT condi-

ions enable us to design a fast convergent algorithm for the con-

rol traffic balancing problem, based on the alternating direction

ethod of multipliers (ADMM) [10] , which is an emerging paral-

el and fast first-order method for solving large-scale convex op-

imization problems. In particular, we propose a polynomial-time

pproximation algorithm (PTAA) that applies the primal-dual up-

ate rules of ADMM approach to solve the formulated large-scale

onvex optimization problem. In particular, PTAA is an iterative al-

orithm that accurately approximates the optimal solution with

ast convergence. We prove that PTAA follows the rapid conver-

ence rate O (1/ c m ) with a constant c > 1 and iteration number m .

uch fast convergence property is extremely important for SDNs

ecause the time-varying traffic pattern in both data plane and

ontrol plane may require the fast re-planning of forwarding paths

etween switches and controller. Performance evaluation confirms

hat the proposed PTAA provides network delay for control traffic

imilar to the benchmarks from brute force algorithms, and out-

erforms the conventional single- and multi-path solutions with

t least 80% delay reduction that is time-efficient and could be

xecuted in parallel. To the best of our knowledge, this work is

he first to address control traffic balancing problem in SDNs along

ith the provably fast-convergent algorithm to yield the near op-

imal solution. 

In addition to the control traffic balancing problem, the con-

roller placement problem in in-band mode is also addressed in

his paper. Such problem aims to find the optimal controller lo-

ation (particularly, the best attaching switch location) among all

ossible ones, which yields the minimum average control message

elay. The controller placement problem is not widely researched

n the research community to date. In particular, in [11] , the dis-

ance between a controller and the switches is adopted as the per-

ormance metric and several well-known network topologies are

valuated through simulations to find the optimal controller loca-
ion. In [12] , the performance of four different controller placement

lgorithms are examined in terms of the reliability of control traffic

ath. Nevertheless, these efforts only look for quantitative or even

euristic results, and the qualitative analysis is still missing. Con-

rary to the existing solutions, we develop a simple and efficient

lgorithm that guarantees the optimum solution for the controller

lacement problem. 

The rest of the paper is organized as follows. The system model

s presented in Section 2 . Control traffic balancing problem as well

s the fundamental problem structure are examined in Section 3 .

o deal with such a problem, the mathematical solution structure

s analyzed and the novel PTAA is proposed through fast ADMM

ith the further consideration of convergence analysis and the op-

imal controller location in Section 4 . Performance evaluation is

rovided in Section 5 and the paper is concluded in Section 6 . 

. System model 

To design load-balancing for control traffic flows, we first de-

cribe the network topology of SDNs and then provide the overlaid

raffic model in the following. 

.1. Network topology 

Indicated by [4] , a typical SDN as shown in Fig. 1 generally

onsists of multiple Openflow enabled switches (i.e. OF switches),

hich constitutes data plane, and a centralized network controller.

he SDN is modeled by a network graph G = (V, J) in Fig. 1 b,

here V is a set of OF switches with total n switches (i.e., | V | = n )

nd J is a set of links with total | J | links. Rather than exploiting

ostly out-band control due to a separate control channel, the in-

and mode is favored and adopted gradually in practical SDN im-

lementation [4] . In particular, in Fig. 1 a, each OF switch needs

o send the control purpose traffic, such as the route setup re-

uests for new flows and real-time network congestion status, to

he SDN controller. Based on the continuously received control

essages, the controller optimizes the best routes for data flows

ccording to dynamically changing traffic patterns and flow QoS

equirements and sets up the routing tables of OF switches along
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Fig. 2. A simple example of three switches and a controller with three links. Both 

switch 1 and switch 2 can utilize two respective multi-paths (e.g., the solid lines 

for switch 1) for their control traffic transmissions to the controller S C . 
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l  
the optimal path via certain secure protocols (e.g., Openflow [4] ),

thus enabling highly efficient data transmissions and superior link

utilization [2,3] , which is already demonstrated in practical SDNs

[6,13] . Despite the promising performance of SDN, its effectiveness

and scalability depends on the timely delivery of control messages

from OF switches to the controller, which is the focus of this paper.

Note that, in the remainder of the paper, we refer to the switches

as OF switches in order to simplify the readability. 

2.2. Traffic model 

A regenerative process [14] is a general class of stochastic pro-

cess that certain portions of the process are statistically indepen-

dent of each other, including renewal process, recurrent Markov

chain, and reflected Brownian motion. Without loss of generality,

both control and data flows are modeled by regenerative traffic

with the regenerative service processes for both link transmission

and the controller’s serving capability. In particular, the control

traffic of each switch i is modeled by a regenerative arrival process

A i with the mean value σ i . For the j th link and j ∈ J , the existing

data flow follows a regenerative arrival process B j with the mean

value λj and the link serving time S j follows another regenerative

process with the mean time 1/ μj . Moreover, the optimal central-

ized controller i ∗, whose location will be provided in Section 4.4 ,

has the serving capability with the mean time 1/ μC . 

3. Control traffic balancing problem 

With traffic models of data and control flows in Section 2.2 , we

aim to provide a load-balancing scheme that balances link traffic

loads with respect to the additional control traffic for in-band con-

trol. It is assumed here that a single controller is capable to han-

dle the entire data and control flows. Such network architecture is

successfully adopted in real deployment of SDNs [6,13] . In the fol-

lowing, we formulate the control traffic balancing problem as an

optimization framework, and provide the corresponding polynomi-

ality [9] . 

3.1. Formulation of the balancing problem 

As SDNs provide the centralized control capability with the

global view of network status, we address the load-balancing of

control traffic to minimize the link transmission delay via an opti-

mization approach. Specifically, the traffic assignment matrix x =
[ x i j ] i ∈ V, j∈ J , where x ij denotes the amount of control traffic that

the i th switch contributes to the j th link, is obtained with re-

spect to minimizing the average network delay over the network.

To achieve load balancing, multi-path routing is adopted, where

given P i as a set of available paths for the i th switch and i ∈ V ,

this switch can forward the control messages to the controller via

| P i | available paths. To characterize possible multi-path routings of

control flows, for the flow from the i th switch, we define a topol-

ogy matrix T i of size | J | × | P i | as follows: 

T i [ j, p] = 

{
1 , if the jth link lies on the pth path; 

0 , otherwise. 
(1)

A simple three switch scenario is illustrated in Fig. 2 . The ma-

trix T i maps the traffic from pathes to links and should always

be full column-rank to avoid redundant paths. Its left-inverse ma-

trix T −1 
i = [ t i 1 , t i 2 , . . . , t i | J| ] exists and has the size | P i | × | J |, where

t ij is the column vector that maps the j th link to all possible

paths of the i th switch’s flow. t ij is obtained by multiplying T −1 
i 

with the j th standard basis e j , i.e., t i j = T −1 
i e j . While each switch i

brings a control flow with the mean value σ i , the switch i ∗, where

the controller is directly attached, can send its flow to controller
ithout going through the network (i.e., x i ∗ j = 0 , ∀ j ∈ J ). We set

p the equalities for the control flow conservation of switches as

 T −1 
i [ x i 1 , . . . , x i | J| ] T ‖ 1 = σi , ∀ i ∈ ̃

 V := V \ { i ∗} , where ‖ · ‖ T and ‖ ·
 1 denote the transpose and 1-norm of vector, respectively. Let

 i j = ‖ T −1 
i e j ‖ 1 , such equalities can be further simplified as 

 

j∈ J 
d i j x i j = σi ∀ i ∈ ̃

 V , (2)

hich is the flow conservation constraint, implying that the con-

rol flow initiated by each switch is split into multiple outgoing

ows on the selected transmission links. Furthermore, with the aid

f Little’s law [7] , the average network delay D over the network for

he control messages is obtained as 

 = 

1 ∑ 

i ∈ ̃  V σi + 

∑ 

j∈ J λ j 

∑ 

j∈ J 

∑ 

i ∈ ̃  V x i j + λ j 

μ j −
(∑ 

i ∈ ̃  V x i j + λ j 

) . (3)

In particular, for link j ∈ J , new packets arrive with rate

( 
∑ 

i ∈ ̃  V x i j + λ j ) and stay an average time of 1 / [ μ j − ( 
∑ 

i ∈ ̃  V x i j +
j )] . Summing queue backlogs over all links, the average network

elay is thus yielded, as the total external arrivals of control and

ata traffic into the network are ( 
∑ 

i ∈ ̃  V σi + 

∑ 

j∈ J λ j ) . In addition,

o balance the traffic loads among all links, every link should have

nite transmission delay. From the formulation in (3) , such finite

ink delay conditions are equivalent to 
 

i ∈ ̃  V 

x i j < μ j − λ j ∀ j ∈ J, (4)

hich ensure the incoming traffic rates are less than the link

ervice rates and link delays remain nonnegative. Therefore, with

he above accomplishments, we define the Control Traffic Load-

alancing Problem as follows. 

efinition 1 (Control Traffic Load-Balancing Problem) . Given a

DN modeled by G = (V, J) with the controller location i ∗ ∈ V , con-

rol traffic arrival rates σ i , a set of topology matrices T i , ∀ i ∈ V ,

ata traffic rates λj , and link serving rates μj , ∀ j ∈ J , the load-

alancing optimization problem to be solved by the controller is 

inimize D 

(
x i j ; ∀ i ∈ ̃

 V = V \ { i ∗} 
∀ j ∈ J 

)
ubject to (2) and (4) 

. (5)

.2. Polynomiality of the balancing problem 

First of all, the minimization objective function in the formu-

ated optimization problem (5) belongs to a nonseparable nonlin-
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ar continuous function . As indicated by [9] , to solve such prob-

ems, the leading methodology is to develop iterative and numeri-

al algorithms, whose performance are characterized by the con-

ergence rate. Moreover, different from linear problems, for the

onlinear problems, the length of the solution can be infinite (e.g.,

hen a solution is irrational). Hence, the polynomiality of nonlin-

ar optimization problems is determined by the existence of the

olynomial-time converged algorithms which can approximate the

ptimal solution in the solution space. 

efinition 2 (Polynomiality of Nonlinear Problem) . A nonlinear

ptimization problem is of polynomiality , if it has polynomial-time

onverged algorithm that provides optimal solutions with pre-

pecified accuracy in the solution space. 

heorem 1. Control Traffic Load-Balancing Problem in (5) is of poly-

omiality . 

roof. We first prove that the average network delay D in (3) is

trictly convex. The basic form of D is provided as BD (x ) = (x +
j ) / [ μ j − (x + λ j )] , where μj and λj are the given constants and x

s a single variable. Applying the second derivations to variable x ,

e obtain the following: 

d 2 BD (x ) 

dx 2 
= 

2 μ j [ μ j − (x + λ j )] 

[ μ j − (x + λ j )] 4 
. (6) 

he convexity of (6) is determined by the sign of numerator,

pecifically μ j − (x + λ j ) . Furthermore, as the affine mappings pre-

erve the convexity, we replace x in (6) with 

∑ 

i ∈ ̃  V x i j and get the

ultiple-to-one strictly convex function (i.e., ( 
∑ 

i ∈ ̃  V x i j + λ j ) / [ μ j −
( 
∑ 

i ∈ ̃  V x i j + λ j )] ), where (4) guarantees the strictly convexity. Fi-

ally, since the summation of strictly convex function is still

trictly convex, the average delay D is a strictly convex function.

hus, (5) belongs to a strictly convex optimization framework with

inear constraint functions. 

While the nonseparable nonlinear optimization problem is in

eneral hard, Control Traffic Load-Balancing Problem that belongs

o a nonseparable convex continuous problem is solvable in poly-

omial time. In particular, based on the Ellipsoid method [15] , a

olution approximating the optimal objective value to the con-

ex continuous problem is obtainable in polynomial time, provided

hat the gradient of the objective functions are available and that

he value of the optimal solution is bounded in a certain interval

16] . In other words, any information about the behavior of the ob-

ective at the optimum can always be translated to a level of accu-

acy of the solution vector itself. The interest of solving such opti-

ization problem is thus in terms of the accuracy of the solution

ather than the accuracy of the optimal objective value. �

Theorem 1 motivates our following work that analyzes the

athematical structure of solution set and then approximates the

bjective value of the balancing problem via a polynomial-time fast

lgorithm. 

. Polynomial-time approximation algorithm (PTAA) for 

ontrol traffic balancing 

We first examine the mathematical structure of solution set to

oad-balancing framework in Section 3.1 . The results suggest us to

xploit a fast and possible parallel solving approach for such large

ystems of SDNs with immense variables. Along with the poly-

omiality analysis in Section 3.2 , the PTAA is proposed through

DMM [10] (a fast first-order method), yielding fast convergence

o the optimal solution. 
.1. Mathematical structure analysis of the solution set 

To analyze the mathematical structure of solution set, KKT con-

itions [8] are widely used to examine the convex optimization

roblem. It provides several equations to jointly get the analytic

olution. The analysis for the proposed framework is shown in the

ollowing theorem. 

heorem 2. Given Control Traffic Load-Balancing Problem in

efinition 1 , the corresponding KKT conditions are 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(2) and (4) ;
k j 

2 
≥ 0 ∀ j ∈ J;

k j 
2 

(∑ 

i ∈ ̃  V x i j + λ j − μ j 

)
= 0 ∀ j ∈ J;

μ j 

( 
∑ 

i ∈ ̃ V σi + 
∑ 

j∈ J λ j ) [ μ j −( 
∑ 

i ∈ ̃ V x i j + λ j ) ] 
2 + k i 1 d i j + k j 

2 
= 0 

∀ i ∈ ̃

 V , j ∈ J. 

roof. First, the Lagrangean of the problem is derived as 

1 ∑ 

i ∈ ̃  V σi + 

∑ 

j∈ J λ j 

∑ 

j∈ J 

∑ 

i ∈ ̃  V x i j + λ j 

μ j −
(∑ 

i ∈ ̃  V x i j + λ j 

)
+ 

∑ 

i ∈ ̃  V 

k i 1 

( ∑ 

j∈ J 
d i j x i j − σi 

) 

+ 

∑ 

j∈ J 
k j 

2 

( ∑ 

i ∈ ̃  V 

x i j + λ j − μ j 

) 

, 

here k i 
1 

and k 
j 
2 
, ∀ i ∈ ̃

 V , j ∈ J are the lagrangean multipliers. Then,

he derivation of obtaining KKT conditions from Lagrangean is stan-

ard and thus omitted here. �

The following corollary provides the structure of the possible

olution sets. 

orollary 1. The solution of load-balancing problem obeys: 

x i j = 

σi −
∑ 

l ∈ J,l � = j d il x il 
d i j 

∀ i ∈ ̃

 V ;
(7) 

x i j < μ j −
( ∑ 

l ∈ ̃  V ,l � = i 
x l j + λ j 

) 

∀ j ∈ J. 

roof. The results are obtained by solving the simultaneous equa-

ions from the KKT conditions in Theorem 2 . �

(7) determines the optimal traffic matrix x ∗ by itera-

ively calculating each element x ij with respect to a set

f constraint functions. With this understanding and the

otivation of polynomial-time solving algorithm from the

olynomiality of the balancing problem in Section 3.2 , we thus

ropose a fast and parallel polynomial-time approximation algo-

ithm (PTAA) in Section 4.2 to employ iterative update rules of

DMM for the optimal traffic matrix. 

.2. Polynomial-time approximation algorithm (PTAA) 

To exploit ADMM [10] for the proposed optimization problem,

here are two steps as follows. We first formulate the dual problem

rom the given primal problem. We then alternatively solve both

roblems for the optimal solution. 
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Theorem 3. The dual problem of (5) is as follows: 

Find : x i j and βi j ∀ i ∈ ̃

 V , j ∈ J 

Maximize 
−1 ∑ 

i ∈ ̃  V σi + 

∑ 

j∈ J λ j 

∑ 

j∈ J 

∑ 

i ∈ ̃  V βi j + λ j 

μ j −
(∑ 

i ∈ ̃  V βi j + λ j 

)

Subject to 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

βi j = x i j ∀ i ∈ ̃

 V , j ∈ J ∑ 

j∈ J 
d i j βi j = σi ∀ i ∈ ̃

 V 

(4) 

. 

(8)

Proof. A set of auxiliary variables is first introduced as βββ =
[ βi j ] i ∈ ̃  V , j∈ J and βi j = x i j , ∀ i ∈ ̃

 V , j ∈ J. Then, the dual problem is ob-

tained from the standard derivations and thus omits here. �

Given (8) and the penalty parameter ρ > 0 for the augmented

Lagrangian [10] , we consider the update rules for primal variables

x ij , β ij and dual variables γ ij , ∀ i ∈ ̃

 V , j ∈ J. For x -update, the follow-

ing iteration is obtained: 

x 

(m +1) := arg min 

(4) 

ρ

2 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
x i j − β(m ) 

i j 
+ γ (m ) 

i j 

)2 
. (9)

To simplify (9) , let ˆ x j = 

∑ 

i ∈ ̃  V x i j / (n − 1) , ˆ β(m ) 
j 

= 

∑ 

i ∈ ̃  V β
(m ) 
i j 

/ (n −
1) , and ˆ γ (m ) 

j 
= 

∑ 

i ∈ ̃  V γ
(m ) 

i j 
/ (n − 1) . Then, x i j = β(m ) 

i j 
− γ (m ) 

i j 
+ ̂  x j −

ˆ β(m ) 
j 

+ ˆ γ (m ) 
j 

and the x -update of ADMM for the primal problem

(5) and the corresponding dual problem (8) is 

Find : ˆ x j ∀ j ∈ J 

Minimize 
(n − 1) ρ

2 

∑ 

j∈ J 

(
ˆ x j − ˆ β(m ) 

j 
+ ˆ γ (m ) 

j 

)2 

Subject to (n − 1) ̂  x j < μ j − λ j ∀ j ∈ J 

. (10)

(10) has | J | single-variable problems and can be independently im-

plemented in parallel for each link j , greatly decreasing the com-

putation complexity. 

For β-update, the iteration of βββ(m +1) is 

arg min ∑ 

j∈ J 
d i j βi j = σi ∀ i ∈ ̃  V 

1 ∑ 

i ∈ ̃  V σi + 

∑ 

j∈ J λ j 

∑ 

j∈ J 

∑ 

i ∈ ̃  V βi j + λ j 

μ j −
(∑ 

i ∈ ̃  V βi j + λ j 

)
+ 

ρ

2 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
βi j − x (m +1) 

i j 
− γ (m ) 

i j 

)2 
, (11)

and βi j = x (m +1) 
i j 

+ γ (m ) 
i j 

+ 

ˆ β j − ˆ x (m +1) 
j 

− ˆ γ (m ) 
j 

. To rewrite

(11) in terms of ˆ β j , ∀ j ∈ J as usual, we deal with the

constraint functions by matrix operation and parameter

rearrangement: 

∑ 

j∈ J 
d i j βi j =σi ⇒ (n − 1) 

∑ 

j∈ J 
d i j 

ˆ β j =σi + 

∑ 

j∈ J 

( 

d i j 

∑ 

l ∈ ̃  V ,l � = i 
βl j 

) 

⇒ (n − 1) 
∑ 

j∈ J 
d i j 

ˆ β j = σi + 

∑ 

l ∈ ̃  V ,l � = i 
f l i σl ∀ i ∈ ̃

 V , 

where f l 
i 

= ( d i 1 · · · d i | J| )( d l1 · · · d l| J| ) † and

( · ) † denotes the pseudo-inverse of matrix. The β-update of
 

DMM is then obtained by 

Find : ˆ β j ∀ j ∈ J 

Minimize 1 ∑ 

i ∈ ̃ V σi + 
∑ 

j∈ J λ j 

∑ 

j∈ J 
(n −1) ̂ β j + λ j 

μ j −((n −1) ̂ β j + λ j ) 

+ 

(n −1) ρ
2 

∑ 

j∈ J 

(
ˆ β j − ˆ x (m +1) 

j 
− ˆ γ (m ) 

j 

)2 

Subject to 

∑ 

j∈ J 
d i j 

ˆ β j = 

σi + 
∑ 

l ∈ ̃ V ,l � = i f 
l 
i 
σl 

n −1 
∀ i ∈ ̃

 V 

. (12)

nstead of having multiple single-variable problems, (12) is a | J |-

ariables problem due to the coupled constraint function among
ˆ 

j , ∀ j ∈ J . However, such a constraint function is simply a linear

ombination of | J | variables and can be easily solved by the power-

ul SDN controller. Finally, the iteration of dual-update of ADMM

s obtained: 

γ (m +1) 
i j 

:= γ (m ) 
i j 

+ x (m +1) 
i j 

− β(m +1) 
i j 

 ˆ γ (m +1) 
j 

= ˆ γ (m ) 
j 

+ 

ˆ x (m +1) 
j 

− ˆ β(m +1) 
j 

∀ i ∈ ̃

 V , j ∈ J (13)

ith the above accomplishments, we propose PTAA in Algorithm 1

through update rules of ADMM to solve the control traffic balanc-

Algorithm 1: Polynomial-time Approx. Algo. (PTAA) 

Input : Primal ( 5 ) and dual ( 8 ) problems. 

Output : x i j , ∀ i ∈ ̃

 V , j ∈ J 

1 Set ˆ x (0) 
j 

= 0 , ˆ β(0) 
j 

= 0 , ˆ γ (0) 
j 

= 0 , ∀ j ∈ J 

2 for m = 0 , 1 , . . . do 

3 Compute ˆ x (m +1) 
j 

, ∀ j ∈ J according to (10) 

4 Compute ˆ β(m +1) 
j 

, ∀ j ∈ J according to (12) 

5 Compute ˆ γ (m +1) 
j 

, ∀ j ∈ J according to (13) 

6 Set x (m +1) 
i j 

from ˆ x (m +1) 
j 

, ∀ i ∈ ̃

 V , j ∈ J 

7 end 

ng problem. 

The convergence analysis and rate of proposed PTAA are pro-

ided in the following Section 4.3 , given that the objective function

f (5) is strictly convex as proved previously. 

.3. Convergence analysis of Algorithm 1 : PTAA 

We first define the optimal solution for the dual problem of

ontrol Traffic Load-Balancing Problem in the following. 

efinition 3. Consider the problem (8) , there exists a saddle point

({ x ∗
i j 
} , { β∗

i j 
} , { γ ∗

i j 
} ) that satisfies KKT conditions: 

{ γ ∗
i j 
} ∈ ∇D ({ x ∗

i j 
} ) ; (14)

x ∗
i j 

− β∗
i j 

= 0 ∀ i ∈ ̃

 V , j ∈ J (15)

here ∇ denotes the gradient operation. 

The existence of optimal solution in Definition 3 follows from

he strong duality theorem [8] . However, when it fails to hold,

TAA has either unsolvable or unbounded subproblems, or a di-

erging sequence of γ (m ) 
i j 

. In that case, the optimality condition of

he subproblems becomes 

 γ (m +1) 
i j 

} ∈ ∇D 

({ x (m +1) 
i j 

} ). (16)

oreover, 

γ (m +1) 
i j 

= γ (m ) 
i j 

− ρβ(m +1) 
i j 

∀ i ∈ ̃

 V , j ∈ J. (17)
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wo crucial properties of objective function in the problem (8) are

urther examined in the following. 

emma 1. The objective function D ({ x ij }) in (5) , namely −D ({ βi j } ) in
8) , is strongly convex and it has a Lipschitz continuous gradient. In

articular, there exist two constants νD > 0 and L D > 0 that satisfy

he conditions: 

(i) Strong convexity. Given x := { x ij } in the domain of D , D (x ) −
νD 
2 ‖ x ‖ 2 2 

is convex where ‖ · ‖ 2 denotes the � 2 -norm. In other

words ∀ x 1 , x 2 in the domain of D , and s 1 ∈ ∇D ( x 1 ) and s 2 ∈
∇D ( x 2 ), 

〈 s 1 − s 2 , x 1 − x 2 〉 ≥ νD ‖ x 1 − x 2 ‖ 

2 
2 , (18) 

where 〈 ·, ·〉 denotes the inner product. 

(ii) Lipschitz continuous gradient. For all x := { x ij }, y := { y ij } in

the domain of D , 

‖∇D (x ) − ∇D (y ) ‖ 2 ≤ L D ‖ x − y ‖ 2 . (19) 

roof. ( i ) For the strong convexity, first, D is proved previously as a

trictly convex function. Furthermore, D has bounded domain from

ts definition in (3) . As D is strictly convex with a bounded do-

ain, it is strongly convex. That is, for all x 1 , x 2 in the domain

f D and t ∈ [0, 1], D (tx 1 + (1 − t) x 2 ) ≤ tD (x 1 ) + (1 − t) D (x 2 ) −
1 
2 νD t(1 − t) ‖ x 1 − x 2 ‖ 2 2 , which implies (18) . 

( ii ) For the Lipschitz continuous gradient, given D as a

onvex function, it is equivalent to prove the following is

onvex: 
L D 
2 ‖ x ‖ 2 2 − D (x ) . Since D is twice differentiable, it im-

lies ∇ 

2 D ( x ) 
L D I for all x , where I denotes the identity ma-

rix. That is, the largest eigenvalue of D ’s Hessian matrix

hould be no larger than L D . Without loss the generality

nd ease the analysis meanwhile, we first consider a simple

ase: 

´
 (x 1 , x 2 , x 3 ) 

= K 

[
x 1 + x 2 + λ1 

μ1 − (x 1 + x 2 + λ1 ) 
+ 

x 3 + λ2 

μ2 − (x 3 + λ2 ) 

]

here K is a constant and there are three variables according to

eneral form D in (3) . Then D́ ’s Hessian matrix is 

 

K 1 (x 1 , x 2 ) K 1 (x 1 , x 2 ) 0 

K 1 (x 1 , x 2 ) K 1 (x 1 , x 2 ) 0 

0 0 K 2 (x 3 ) 

] 

here K 1 (x 1 , x 2 ) = 

2 Kμ1 [ μ1 −(x 1 + x 2 −λ1 )] 

[ μ1 −(x 1 + x 2 −λ1 )] 4 
and K 2 (x 3 ) =

2 Kμ2 [ μ2 −(x 3 −λ2 )] 

[ μ2 −(x 3 −λ2 )] 4 
. The corresponding eigenvalues are 

1 = 0 , ι2 = 2 K 1 (x 1 , x 2 ) , ι3 = K 2 (x 3 ) . 

hile K 1 and K 2 are upper bounded by certain con-

tants respectively, it is thus sufficient to have L 
D́ 

=
ax { 2 K (x , x ) , K (x ) } . Similarly, as there are at most
1 1 2 2 3 
 n − 1 | × | J| eigenvalues from D ’s general form and each

igenvalue is upper bounded by a certain constant (as sug-

ested by the above example), we can have L D = max 
1 ≤k ≤| n −1 || J| ιk 

or the general objective function D and it ends the

roof. �

With Lemma 1 in hands, we are able to analyze the global con-

ergence of the proposed PTAA in Algorithm 1 . We first introduce

wo sequences as follows. 

efinition 4. Let ({ x (m ) 
i j 

} , { β(m ) 
i j 

} , { γ (m ) 
i j 

} ) be any sequence

enerated by Algorithm 1 starting from any initial point

({ x (0) 
i j 

} , { β(0) 
i j 

} , { γ (0) 
i j 

} ) . We have two series as 

U 

(m ) = 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

[ (
β(m ) 

i j 
− β∗

i j 

)2 + 

1 

ρ2 

(
γ (m ) 

i j 
− γ ∗

i j 

)2 
] 
;

 

(m ) = 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

[ (
β(m ) 

i j 
−β(m +1) 

i j 

)2 + 

1 

ρ2 

(
γ (m ) 

i j 
−γ (m +1) 

i j 

)2 
] 
. 

Motivated by [17] , the following convergence analysis is based

n bounding the error U 

( m ) and estimate its decrease. 

emma 2. Given Definition 3 and the strong convexity in Lemma 1 ,

he sequence { U 

( m ) } obeys 

 

(m ) − U 

(m +1) ≥ H 

({
β(m ) 

i j 
− β(m +1) 

i j 

}
, 
{
γ (m ) 

i j 
− γ (m +1) 

i j 

})
+ 

2 νD 

ρ

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
β(m +1) 

i j 
− β∗

i j 

)2 
(20) 

here H(·, ·) = W 

(m ) + 

2 
ρ

∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(γ (m ) 

i j 
− γ (m +1) 

i j 
)(β(m ) 

i j 
− β(m +1) 

i j 
) . 

roof. By the convexity of D and the optimality conditions

 (14) ) and (16) , we have 
∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(β(m +1) 

i j 
− β∗

i j 
)(γ (m +1) 

i j 
− γ ∗

i j 
) ≥

D 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(β(m ) 

i j 
− β∗

i j 
) 2 . In addition, it follows from (15) and (17) that

(β(m +1) 
i j 

− β∗
i j 
) = γ (m ) 

i j 
− γ (m +1) 

i j 
and thus 

1 

ρ

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
γ (m ) 

i j 
− γ (m +1) 

i j 

)(
γ (m +1) 

i j 
− γ ∗

i j 

)
≥ νD 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
β(m ) 

i j 
− β∗

i j 

)2 
. (21) 

rom the definition of U 

( m ) and the identity that (a − c) 2 − (b −
) 2 = (a − b) 2 + 2(b − c)(a − b) , it follows that 

 

(m ) − U 

(m +1) = 

∑ 

i ∈ ̃ V 

∑ 

j∈ J 

[ (
β(m ) 

i j 
− β(m +1) 

i j 

)2 

+ 2 
(
β(m +1) 

i j 
− β∗

i j 

)(
β(m ) 

i j 
− β(m +1) 

i j 

)
+ 

1 

ρ2 

(
γ (m ) 

i j 
− γ (m +1) 

i j 

)2 

+ 

2 

ρ2 

(
γ (m +1) 

i j 
− γ ∗

i j 

)(
γ (m ) 

i j 
− γ (m +1) 

i j 

)] 

≥ W 

(m ) + 

2 νD 

ρ

∑ 

i ∈ ̃ V 

∑ 

j∈ J 

(
β(m ) 

i j 
− β∗

i j 

)2 

+ 

2 

ρ

∑ 

i ∈ ̃ V 

∑ 

j∈ J 

(
γ (m ) 

i j 
− γ (m +1) 

i j 

)(
β(m ) 

i j 
− β(m +1) 

i j 

)
. 

he last inequality comes from (21) and it ends the proof. �

In the following theorem, a more refined bound is obtained by

pplying the strong convexity of D to the cross term of H ( ·, ·), i.e.,

 /ρ
∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(γ (m ) 

i j 
− γ (m +1) 

i j 
)(β(m ) 

i j 
− β(m +1) 

i j 
) . 



266 S.-C. Lin et al. / Computer Networks 106 (2016) 260–271 

U

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

U  

w  

t

C

 

w  

a  

P

T  

t  

o  

i

P  

t  

i  

δ
a  

U  

a

 

g  

h  

t

C  

δ  

c  

c

P

b  

y

 

t

 

o  

f

C  

a

P  

t

W

Theorem 4. Given Definition 4 , we have 

 

(m ) − U 

(m +1) ≥ W 

(m ) + 

2 νD 

ρ

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
β(m ) 

i j 
− β(m +1) 

i j 

)2 

+ 

2 νD 

ρ

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

(
β(m +1) 

i j 
− β∗

i j 

)2 
. (22)

Proof. Applying (16) at two consecutive iterations, we have the

following: { { γ (m −1) 
i j 

− ρβ(m ) 
i j 

} ∈ ∇ D 

({ β(m ) 
i j 

} );
{ γ (m +1) 

i j 
} ∈ ∇ D 

({ β(m +1) 
i j 

} ). (23)

The difference of the two terms on the left in (23) is 

γ (m −1) 
i j 

− ρβ(m ) 
i j 

− γ (m +1) 
i j 

= γ (m ) 
i j 

− γ (m +1) 
i j 

(24)

for all i ∈ ̃

 V , j ∈ J where the equality comes from (17) . By (23), (24) ,

and (18) , it follows that 
∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(γ (m ) 

i j 
− γ (m +1) 

i j 
)(β(m ) 

i j 
− β(m +1) 

i j 
) ≥

νD 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(β(m ) 

i j 
− β(m +1) 

i j 
) . Substituting into (20) ends the proof. �

Now the bound in Theorem 4 is used to give the global conver-

gence of the proposed PTAA. 

Theorem 5 (Global Convergence) . Consider the sequence

{ ({ x (m ) 
i j 

} , { β(m ) 
i j 

} , { γ (m ) 
i j 

} ) } m 

generated by the proposed PTAA

in Algorithm 1 . Under the assumption that such sequence is

bounded, { ({ x (m ) 
i j 

} , { β(m ) 
i j 

} , { γ (m ) 
i j 

} ) } m 

converges to a KKT point

({ x ∗
i j 
} , { β∗

i j 
} , { γ ∗

i j 
} ) of the problem (8) , namely, U 

( m ) → 0 . 

Proof. Being bounded, { ({ x (m ) 
i j 

} , { β(m ) 
i j 

} , { γ (m ) 
i j 

} ) } m 

has a con-

verging subsequence { ({ x (m k ) 

i j 
} , { β(m k ) 

i j 
} , { γ (m k ) 

i j 
} ) } m k 

. And let

lim k →∞ 

{ ({ x (m k ) 

i j 
} , { β(m k ) 

i j 
} , { γ (m k ) 

i j 
} ) } m k 

= ({ ̄x i j } , { ̄βi j } , { ̄γi j } ) . We

will show ({ ̄x i j } , { ̄βi j } , { ̄γi j } ) is a KKT point in the follow-

ing. First, from (22) , we conclude that U 

( m ) is monotonically

non-increasing and thus converging. It means W 

( m ) → 0, so

∀ i ∈ ̃

 V , j ∈ J, β(m ) 
i j 

− β(m +1) 
i j 

→ 0 and γ (m ) 
i j 

− γ (m +1) 
i j 

→ 0 , or

equivalently r (m ) := x (m +1) 
i j 

− β(m +1) 
i j 

→ 0 as m → ∞ . By passing

limit over the subsequence, we have: x̄ i j − β̄i j = 0 , ∀ i ∈ ̃

 V , j ∈ J.

Moreover, taking limit over the subsequence on both sides of

(16) , we obtain: { ̄γi j } ∈ ∇D ({ ̄x i j } ) . Therefore, ({ ̄x i j } , { ̄βi j } , { ̄γi j } )
satisfies the KKT condition of (8). Since ({ ̄x i j } , { ̄βi j } , { ̄γi j } ) is a

KKT point, we can now let ({ x ∗
i j 
} , { β∗

i j 
} , { γ ∗

i j 
} ) = ({ ̄x i j } , { ̄βi j } , { ̄γi j } ) .

From ({ x (m k ) 

i j 
} , { β(m k ) 

i j 
} , { γ (m k ) 

i j 
} ) → ({ ̄x i j } , { ̄βi j } , { ̄γi j } ) in k and the

convergence of U 

( m ) , it follows U 

( m ) → 0 in m and ends the

proof. �

To further consider the precise convergence behavior, we estab-

lish the global linear convergence results for our PTAA solution in

the following. We first derive Lemma 3 to bound 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(γ (m +1) 

i j 
−

γ ∗
i j 
) 2 . 

Lemma 3. While ∇D is Lipschitz continuous with constant L D from

Lemma 1 , we have 
∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(γ (m +1) 

i j 
− γ ∗

i j 
) 2 ≤ L 2 D 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(β(m +1) 

i j 
− β∗

i j 
) 2 . 

Proof. By the optimality conditions ( (14) ) and (16) to-

gether with the Lipschitz continuity of ∇D , it follows

that 
∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(γ (m +1) 

i j 
− γ ∗

i j 
) 2 = ‖∇D ({ β(m +1) 

i j 
} ) − ∇D ({ β∗

i j 
} ) ‖ 2 

2 
≤

L 2 
D 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 
(β(m +1) 

i j 
− β∗

i j 
) 2 . �
Note that the inequality (22) has the form 

 

(m ) − U 

(m +1) ≥ C, (25)

here C stands for its right-hand side. From Lemma 3 , we can fur-

her obtain 

 ≥ c 1 
∑ 

i ∈ ̃ V 

∑ 

j∈ J 

(
β(m ) 

i j 
− β(m +1) 

i j 

)2 + c 2 
∑ 

i ∈ ̃ V 

∑ 

j∈ J 

(
γ (m ) 

i j 
−γ (m +1) 

i j 

)2 

+ c 3 
∑ 

i ∈ ̃ V 

∑ 

j∈ J 

(
β(m +1) 

i j 
− β∗

i j 

)2 + c 4 
∑ 

i ∈ ̃ V 

∑ 

j∈ J 

(
γ (m +1) 

i j 
− γ ∗

i j 

)2 

(26)

here c 1 = 1 + 2 νD /ρ > 0 , c 2 = 1 /ρ2 > 0 , and c 3 , c 4 > 0. Thus, we

re able to analyze the global linear convergence of the proposed

TAA in the following theorem. 

heorem 6 (Global Linear Convergence) . Under the same assump-

ion of Theorem 5 , the proposed PTAA in Algorithm 1 converges to the

ptimal solutions with rate O (1/ c m ), where c > 1 is a constant and m

s the number of iterations. 

roof. From the definition of U 

(m +1) and (26) , it follows

hat C ≥ δU 

(m +1) by letting δ := min { c 3 , c 4 ρ
2 }. Combin-

ng with (25) , we further obtain the inequality: U 

(m ) ≥ (1 +
) U 

(m +1) . Next, we apply this inequality for U 

(0) up to U 

(m −1) 

s follows: U 

(0) ≥ (1 + δ) U 

(1) ≥ (1 + δ) 2 U 

(2) ≥ · · · ≥ (1 + δ) m U 

(m ) ⇒
 

(m ) ≤ (1 + δ) −m U 

(0) where the last inequality holds for every iter-

tion (i.e., ∀ m ). By setting c = 1 + δ ends the proof. �

To keep the proof of Theorem 6 easy to follow, we have avoided

iving the explicit formulas of c i ’s and thus also of δ. On the other

and, we provide the idea what quantities affect δ by discussing

he value of δ in the following. 

orollary 2. As mentioned in the proof of Theorem 6 , it follows that

= 2 νD / (ρ + 

L 2 
D 
ρ ) . Furthermore, since it is better to have larger δ, we

an choose ρ = L D and obtain δmax = 1 /κD where κD = L D /νD is the

ondition number of function D. 

roof. From Lemma 3 , we obtain the following for δ: 

2 νD 

ρ
= δ

(
1 + 

L 2 D 

ρ2 

)
y comparing the definition of U 

(m +1) with (26) . Moreover, δmax is

ielded by d 
dρ

δ| δ= δmax 
= 0 . �

Not surprisingly, the convergence rate is negatively affected by

he condition number of D . 

In the next corollary, we consider some convergence properties

f the sequence { W 

( m ) }, which facilitates the stopping rule design

or the proposed PTAA. 

orollary 3. Given { W 

( m ) } from Definition 4 , W 

( m ) is non-increasing

nd converges at rate O (1/ c m ) . 

roof. We first consider the non-increasing property. Following

he same procedure in the proof of Lemma 2 , 

 

(m ) − W 

(m +1) = 

∑ 

i ∈ ̃  V 

∑ 

j∈ J 

[ (
β(m ) 

i j 
− β(m +1) 

i j 

)2 

+ 2 

(
β(m +1) 

i j 
− β(m +2) 

i j 

)(
β(m ) 

i j 
− β(m +1) 

i j 

)
+ 

1 

ρ2 

(
γ (m ) 

i j 
− γ (m +1) 

i j 

)2 

+ 

2 

ρ2 

(
γ (m +1) 

i j 
− γ (m +2) 

i j 

)
×
(
γ (m ) 

i j 
−γ (m +1) 

i j 

)]
≥W 

(m ) − W 

(m ) = 0 
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Fig. 3. Linear-fast convergence of the proposed PTAA in Algorithm 1 with rate 

O (1/ c m ). 
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here the last inequality comes from the fact that 2 ab ≥ −(a − b) 2 .

e next consider the convergence rate of W 

( m ) . As indicated by

22) , U 

( m ) ≥ W 

( m ) for all iterations. Furthermore, from the results

f Theorem 6 , it follows that W 

(m ) ≤ U 

(0) / (1 + δ) m and ends the

roof. �

emark 1. Rather than based on heuristic principles, the above

orollary suggests that the sequence { W 

( m ) } can be used as a nat-

ral stopping rule for the proposed update rules in Section 4.2 ,

hich decreases at rate 1/ c m . In particular, our stopping-rule se-

uence enjoys the non-increasing property without fluctuating

ver iterations. Meanwhile, as expected from its definition, W 

( m ) 

cales linearly with the size of system parameters, i.e., | n − 1 | × | J| .
his implies that W 

( m ) is an ideal candidate for the stopping rule:

TAA in Algorithm 1 can be terminated when W 

(m ) / (| n − 1 || J| ) is

elow a certain threshold. 

Upon this stage, we completely solve the load-balancing prob-

em via the proposed fast and parallel PTAA. 

.4. Optimal location of SDN controller 

Through the proposed load-balancing solution, the optimal con-

roller location problem is investigated, which aims to find the best

witch location where the controller is directly attached and to

ield the minimum average control message delay. In particular,

e evaluate the average delay among all possible attaching loca-

ions for the controller and select the one with the minimum delay

or the optimal controller location. Algorithm 2 presents a space-

Algorithm 2: Controller Location Searching 

Input : σi , λ j , μ j , ∀ i ∈ V, j ∈ J 

Output : i ∗ % Optimal attaching location for controller 

1 D min = ∞ % Initialization 

2 for loc = 1 : | V | do % Location search cycle 

3 Get T i (loc) via ( 1 ) and d i j (loc) = ‖ T −1 
i (loc) e j ‖ 1 , 

∀ i ∈ V \ { loc} , j ∈ J 

4 Formulate balancing problem (5) w.r.t. d i j (loc) 

5 D ← Algorithm 1 (d i j (loc) , (5)) 

6 if D < D min then 

7 D min = D and i ∗ = loc 

8 end 

9 end 

earch approach to obtain such optimal location, whose complexity

s O ( n / c m ) from n times of the proposed Algorithm 1 : PTAA. In each

f location search cycle, we calculate the topology matrices and the

orresponding parameters d ij , ∀ i ∈ V , j ∈ J with respect to the given

andidate of controller attaching location. We then formulate the

oad-balancing problem in Section 3.1 and solve the problem by

he proposed PTAA in Section 4.2 for this specific candidate. After

valuating all candidates, the one provides the least average net-

ork delay is selected for the optimal location. This simple but

ime-efficient algorithm indeed facilitates optimal controller loca-

ion in SDNs. 

. Performance evaluation 

We evaluate the proposed PTAA and compare it with single-

nd multi-path forwarding as well as the benchmark. Two practical

cenarios are established: Internet2 OS3E network [18] and Sprint

IP backbone network [19] . Average network delay and optimal

ontroller location are obtained with respect to control and data

raffic statistics. Simulation results confirm that the proposed PTAA
chieves remarkable delay reduction via a fast and parallel compu-

ation approach, thus favored by practical implementation in large-

cale SDNs. In particular, we set the penalty parameter ρ = 10 −3 in

TAA after an empirical examination. Also, the rapid convergence

ate of PTAA follows our analytical derivation as O (1/ c m ) shown in

ig. 3 , where y -axis is average network delay as our targeted objec-

ive. It provides the satisfactory values after 300 iterations which

erves as a desired stopping point. For both single- and multi-path

olutions, the number of hops is selected as routing metric in [11] ,

nd shortest path strategy is adopted to guide control traffic from

 switch to controller. Specifically, multi-path forwarding equally

plits control traffic among all available next hops and applies the

hortest path strategy to the corresponding routes. The benchmark

s further generated from the exhaustive searching via brute force. 

In addition, to get a sense for the magnitude of these net-

ork delays, we also compare the proposed PTAA and bench-

ark to three bounds relevant to today’s networks, such as

xpected recovery times and delays expected within a for-

arding device. These bounds are scaled by half to align

ith one-way latency of our concerns. In particular, the

owest one is switch processing : roughly 10 [ms] corre-

ponds to the measured delay of today’s Openflow switches. It

easures the time from a packet is sent to a response is received,

hrough an unloaded controller directly attached to the switch. The

iddle one is ring protection : 50 [ms] provides the target restora-

ion time of a SONET ring. It covers the time from fault detection

o when traffic is flowing in the opposite direction along the ring.

inally, the highest one is shared-mesh restoration : around 200

ms] serves as the point at which voice calls start to drop, or ATM

ircuit rerouting may be triggered. 

.1. Internet2 OS3E network 

Regarding traffic statistics in Internet2 OS3E with 27 nodes and

6 links, the data arrival rate λj and serving rate μj over links

 ∈ J are set as 200 and 10 0 0 [packets/slot], respectively. Fig. 4

hows that the average network delay of proposed PTAA and sev-

ral possible solutions with respect to the control traffic. Specif-

cally, in Fig. 4 a, PTAA always has lower delay than single- and

ulti-path solution, and closes to the benchmark. With increasing

ontrol traffic from switches, both single- and multi-path solutions

ring dramatic delay increase due to the occurrence of link over-

ow; however, our solution is able to tolerate such higher loads

hrough distributing extra control traffic over links with lighter

ata loads. Fig. 4 b further shows that PTAA can maintain network



268 S.-C. Lin et al. / Computer Networks 106 (2016) 260–271 

Fig. 4. Average network delay in Internet2 OS3E with 27 nodes and 36 links [18] 

with respect to control traffic. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Average network delay in Internet2 OS3E with respect to existing data traf- 

fic. Control traffic rate σi = 40 , ∀ i ∈ V . 

Fig. 6. Optimal controller location in Chicago in Internet2 OS3E with control traf- 

fic rate σi = 25 , ∀ i ∈ V, link data traffic rate λ j = 200 , and link serving rate μ j = 

10 0 0 , ∀ j ∈ J. 

Fig. 7. Sprint GIP network topology of North America with 38 nodes and 66 links 

[19] . 
delay lower than the latency of switch processing for less control

traffic, and has slightly increased delay for increasing traffic. 

Fig. 5 shows the impact from the increasing data traffic, given

control traffic rate from switches 40 [packets/slot]. PTAA outper-

forms single- and multi-path solutions with 97% delay reduction,

and can support network delay much lower than the latency of

ring protection, exhibiting the capability of balancing control traf-

fic. In addition, Fig. 6 provides the optimal controller location with

regards of control and data traffic statistics. While the hop-count is

the only concerned attribute in Heller et al.’s previous work [11] ,

the optimal location from the proposed traffic driven designs in

Chicago matches their concerns of average hop number. However,

once the control or data traffic pattern changes, we can still ob-

tain the respectively optimal location due to more realistic latency

consideration, thus providing greater practicability in SDNs. 

5.2. Sprint GIP backbone network 

The real backbone network topology with the actual link de-

lay of data traffic is provided by Sprint GIP network [19] . Such

delay information is utilized to estimate the corresponding data

traffic arrival and serving rates. As shown in Fig. 7 , the GIP net-

work topology of North America has 38 nodes and 66 links and is

adopted for our evaluation as follows. Given link serving rate 10 0 0

[packets/slot], Fig. 8 shows the average network delay with respect

to control traffic. Similarly, single-path forwarding has large delay

increase due to link overflow. PTAA outperforms single-path solu-

tion with small gap between benchmark, and maintains network

delay lower than the latency of mesh restoration in this actual net-

work. 
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Table 1 

Optimal controller location in 26 Akron,OH in Sprint GIP network with control traffic rate σi = 12 , ∀ i ∈ V . 
City Delay [ms] City Delay [ms] City Delay [ms] 

1 Seattle,WA 5.5 14 Dallas,TX 4.03 27 Pittsburgh,PA 4.06 

2 Tacoma,WA 5.5 15 Houston,TX 5.08 28 Fairfax,SC 5.72 

3 Oroville,CA 5.5 16 Omaha,NE 4.22 29 Orlando,FL 4.98 

4 Rancho Cordova,CA 5.5 17 Saint Paul,MM 4.25 30 Miami,FL ∗∗
5 Stockton,CA 5.5 18 Kansas City,MO 4.72 31 Ashburn,VA 15.2 

6 San Jose,CA 5.5 19 Lee’s Summit,MO ∗∗ 32 Harrison,NJ ∗∗
7 Los Angeles,CA 5.5 20 ST. Louis,MO 4.38 33 Relay,MD 4.89 

8 Anaheim,CA 5.5 21 Chicago,IL 4.17 34 Washington,DC ∗∗
9 Rialto,CA 5.5 22 Roachdale,IN 4.67 35 New York City,NY 5.43 

10 Phoenix,AZ 5.5 23 Nashville,TN 4.52 36 Pennsauken,NJ 7.23 

11 Cheyenne,WY 4.05 24 Atlanta,GA 5.12 37 Springfield,MA 8.34 

12 Denver,CO 8.17 25 Detroit,MI 4.48 38 Boston,MA 6.61 

13 Fort Worth,TX 5.62 26 Akron,OH 4.01 ∗∗: Link overflow occurs 
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Fig. 8. Average network delay in Sprint GIP network with respect to control traffic. 

Link serving rate μ j = 10 0 0 , ∀ j ∈ J. 
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Fig. 9. Average network delay in Sprint GIP network with respect to control traffic. 

Link serving rate μ j = 1200 , ∀ j ∈ J. 
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With better link serving capability (i.e., serving rate 1200 [pack-

ts/slot]), Fig. 9 shows that the proposed PTAA surpass single-

nd multi-path solutions with the delay close to the bench-

ark. The difference between single- and multi-path forward-

ng is almost negligible with nearly aligned network delay in

ig. 9 a and our solution yields great delay reduction as com-

ared to these approaches. As shown in Fig. 9 b, PTAA supports

he performance comparable to the latency of switch process-

ng for less control traffic, and has network delay around the

atency of ring protection for normal traffic. In addition, TA-

LE 1 provides the optimal controller location in this real net-

ork with respect to control traffic rate 12 [packets/slot] from

witches. Specifically, the proposed PTAA is evaluated in every
ossible controller attaching location (i.e., all switches’ locations)

ia Algorithm 2 in Section 4.4 . Some cities (e.g., Lee’s Sum-

it, Miami, Harrison, and Washington) are not suitable for con-

roller placement as they bring link overflow over network and

he optimal location is obtained as Akron for Sprint GIP network.

bove evaluations all suggest that by employing the information of

raffic statistics, our solution resorts to better link resource utiliza-

ion through fast ADMM and outperforms other possible schemes

ith at least 80% network delay reduction. Therefore, we introduce

 new paradigm for control traffic load balancing and offer a novel

venue towards traffic statistics driven designs in SDNs. 
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6. Conclusion 

Load-balancing of in-band control traffic is addressed and

the proposed PTAA solves the balancing problem in an ef-

ficient and parallel manner. The optimal controller loca-

tion is further exploited for the minimum average network

delay. Performance evaluation confirms that PTAA success-

fully demonstrates communication efficiency with at least

80% delay reduction via a fast and low complexity ap-

proach. We have presented a novel paradigm to facilitate on-

line configurations of centralized controller in practical SDN

implementations. 
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