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Abstract—Cellular network technologies have traditionally evolved to meet the ever-increasing need for capacity and coverage.

Particularly, there has been a significant focus on exploiting the use of small cells and heterogeneous networks (HetNets). In the latter,

the economic and environmental impact of the energy consumption is a key concern. Although much research has been done to

address the energy consumption in HetNets, existing approaches have failed to capture the key factors affecting it. In this paper, the

energy consumption in HetNets is analyzed with a focus on their multi-layer nature and the dependence of the energy consumption on

the spatio-temporal traffic demands and the internal base station hardware components. The problem of minimizing the energy

consumption is then studied and characterized in terms of a 0-1 Knapsack-like problem. Due to the differences with the classical

0-1 Knapsack problem, an efficient algorithm is introduced to minimize the energy consumption by adjusting the cell-association and

the base stations on-off policies. Such algorithm is shown to be applicable to the two- andm-layer HetNet cases. Performance

evaluation is provided to identify the achievable energy savings of our algorithm and its effect on the energy consumption, activity,

and load across multiple layers.

Index Terms—Heterogeneous networks, energy saving, cellular networks, cell-association, on-off schemes
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1 INTRODUCTION

THE evolution of cellular network technologies has
traditionally been driven by the ever-increasing need

for capacity and coverage. The current forecasts predict that
by 2018, high-speed coverage will reach over 85 percent of
the world’s population, and global traffic in mobile net-
works will rise with a compound annual growth rate
(CAGR) of 50 percent, reaching a 12-fold increase since
2012 [1]. Foreseeing this exponential growth, the Third Gen-
eration Partnership Project (3GPP) developed the Long
Term Evolution (LTE) Advanced (LTE-A) for the GSM/
UMTS standards [2]. To reach these objectives, LTE-A incor-
porated four core technologies in its Release 10 (Rel-10) [3],
[4]: carrier aggregation, enhanced multiple input multiple
output (MIMO), relay nodes, and cooperative multipoint
transmission. In addition, there has been a significant focus
on exploiting, more than ever before, the use of small cells
with heterogeneous networks (HetNets) in LTE-A. How-
ever, in HetNets many more base stations (BSs) are installed
in any given geographical area. Each BS constantly operates
at its maximum power, regardless of the amount of traffic
being handled, which immediately raises the concern about
the environmental impact and operational expenses (OPEX)

incurred by operators in such HetNets, particularly in terms
of energy consumption.

From an economic point of view, the energy consump-
tion is a key concern for operators, as the energy costs con-
stitute 7 to 20 percent of the entire OPEX. The network
represents nearly 75 percent of this amount. Inside the net-
work, around 70 percent of the energy is used by the radio
access network (RAN) [5], with base stations consuming the
most. From an environmental point of view, the impact of
the information and communications technology (ICT) sec-
tor is also significant. Today, the ICT carbon footprint is
comparable to that of the global aviation industry [6] or the
one of 50 million cars. By 2020, this footprint is projected to
grow at a rate of 3.8 percent, contributing to 2.3 percent of
the global green house gas (GHG) emissions [7], which rep-
resents 1.27 GtCO2e:

1

Due to the aforementioned reasons, both industry and
academia have engaged in addressing the energy efficiency
in cellular networks, also called “green cellular networks”.
Since the major energy inefficiencies and wastage occur at
the RAN, it has received the most attention. Beyond improv-
ing the hardware components of the BS [8], [9], one of the
more effective ways to reduce the energy consumption at
the RAN is by turning BSs off. In HetNets, such action is
possible since more than one BS may provide coverage in a
particular area. To address the energy consumption at the
RAN in HetNets, appropriate models are required for the
(i) network deployment strategies, (ii) energy consumption
at the BSs, and (iii) traffic demands (TDs).

In terms of network deployment strategies, initial
work [10], [11], [12], [13], [14], [15], [16] focused on analyz-
ing the energy consumption in a deployment following a
hexagonal grid layout [17], as shown in Fig. 1a. Even though
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it provides useful and tractable insights regarding the gen-
eral network behavior, real deployments are far from fol-
lowing this layout. Recently, a layout where BSs are
deployed according to some homogeneous Poisson Point
Process distribution, as depicted in Fig. 1b, was shown to be
tractable and to provide a better approximation to real net-
work deployments [18]. Utilizing this second layout, the
optimal BS density has been analyzed [19], as well as meth-
ods to adapt the active BSs and the cell-association poli-
cies [20], [21]. Nevertheless, these two layouts assume a
single layer of BSs. This is far from truth in current systems
and even more so in future ones. Operators owning multi-
ple frequency bands use them for multi-layer HetNet
deployments, as shown in Fig. 1c. The lower frequency
bands are generally preferred for the BSs meant for cover-
age (i.e., the layer with largest cells), while the higher fre-
quency bands are preferred for the BSs meant for capacity
(i.e., the layer with smaller cells). In contrast to the existing
work, the focus of our work is on multi-layer HetNets.

The results in the existing literature are also hindered
by the BS energy consumption model used. Such model
has typically been a long-term function of the output
power [11], [12], [13], [14], [15], [16], [22] or of the overall
BS traffic [20]. And even though it provides good
insights, it is not readily usable to characterize the
expected amount of energy that would be consumed
according to the specific set of users with their traffic
demands that the BS is expected to serve. This is a serious
drawback, given that the traffic demands across cellular
networks can fluctuate significantly during the day and
across BSs [23], [24]. Furthermore, since a user equipment
(UE) in a multi-layer HetNet may be under the coverage
of more than one BS [23], it is necessary to quantify the
energy consumption effects of each user to determine the
BS that should serve a particular UE. This process is
called cell-association [25]. Its role in the energy consump-
tion in HetNets has been previously studied [20], [25],
but only through simple energy models and deployment
strategies. Another limitation of existing approaches is
that they generally focus on satisfying simple perfor-
mance thresholds, such as service outage probability,
peak traffic, and minimum SINR, among others. How-
ever, such metrics are not adequate for the analysis of the
energy efficiency of a network when spatially—and
temporally—varying traffic demands are considered.

In this paper, we address the key limitations of the
previous work in modeling and analyzing the energy con-
sumption in infrastructure-based heterogeneous wireless
system (IbHWS), where cellular systems are a particular
case, and we propose a joint cell-association and on-off
scheme to minimize such energy consumption. Our contri-
butions can be summarized as follows:

� We model IbHWSs accounting for their multi-layer
nature and the spatio-temporal variations of the traf-
fic demands. According to the properties of the cov-
erage area of the different BSs, we characterize all
IbHWSs as general or regular IbHWSs.

� We demonstrate that, for a regular IbHWS, the solu-
tion for the energy minimization problem can be
reduced to solving for an IbHWS whose last layer
has a single BS.

� We characterize the energy minimization problem
for the two-layer and the m-layer regular IbHWSs
and demonstrate its mapping to a 0-1 Knapsack-like
problem. We determine the conditions required for a
direct mapping to the 0-1 Knapsack problem.

� We develop an efficient algorithm to perform a
joint cell-association and on-off scheme to mini-
mize the energy consumption in a two-layer regu-
lar IbHWS. We extend this algorithm to address
the m-layer case.

� From the performance results of our algorithm, we
observe energy savings of 35 percent across multiple
scenarios, an inverse relation between the network
load and the energy savings, and the significant role
of small cells in handling the traffic in energy-
efficient deployments.

� More importantly, we show that the cell-association
and on-off policies need to be jointly adjusted
according to the actual network deployment, the
energy efficiency of the BSs, and the traffic dynamics,
in order to achieve an energy-efficient network
operation.

The rest of the paper is organized as follows. In Section 2,
we describe the network architecture and traffic model. In
Section 3, we describe and characterize the BS energy con-
sumption model. In Section 4, we present the energy mini-
mization problem, its analysis for regular IbHWSs, and an
energy-efficient algorithm to address the two-layer and

Fig. 1. Layouts for cellular networks.
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m-layer cases. The performance of our algorithm is evalu-
ated in Section 5. Finally, we conclude the paper in
Section 6.

2 NETWORK ARCHITECTURE AND TRAFFIC MODEL

In this section, we describe the models utilized for an
IbHWS, as well as its energy consumption.

2.1 Network Architecture

Typically, an IbHWS is composed of multiple layers of
BSs of increasing coverage area,2 as shown in Fig. 2. Each
layer operates in a different frequency band. In Fig. 2a,
the coverage area of each femtocell is a subset of the cov-
erage area of a BS that belongs to the microcell layer.
Similarly, the coverage area of each microcell is a subset
of the coverage area of a BS that belongs to the macrocell
layer. On the other hand, in Fig. 2b, the coverage area of
the femtocell on the left is a subset not of the coverage
area of any single microcell BS, but of the coverage area
of a macrocell BS; the coverage area of the femtocell BS
on the right is not a subset of any single BS. Formally,
we define these two scenarios as follows.

Definition 1. A general IbHWS is a set A of layers. Each layer
a 2 A contains a set Ba of BSs. Each BS b 2 Ba is deployed in

a coordinate xb 2 R3. Furthermore, there is no overlap between

the effective coverage areas nbð1Þ � R3 and nbð2Þ � R3 of

any two different BSs bð1Þ and bð2Þ that belong to the same layer
a, i.e.,

nbð1Þ \ nbð2Þ ¼ ? ; 8a 2 A; bð1Þ 2 Ba; bð2Þ 2 Ba; bð1Þ 6¼ bð2Þ: (1)

The effective coverage area represents the area in which
users will prefer to connect to BS b rather than to any other
BS belonging to the same layer as b.

In general, the BSs within the same layer share certain
general characteristics, but may differ in their hardware
and configurations. For example, the coverage area of the
BSs in the femtocell layer is typically just enough for resi-
dential or small office environments. However, different
femtocells may vary in their number of antennas, power

amplifier energy efficiency, and other hardware characteris-
tics. Moreover, even two femtocells with the exact same
hardware may be configured to operate differently, e.g.,
with different transmission power.

Definition 2. A regular IbHWS is a general IbHWS for which
there exists an ordering of layers a0; a1; . . . so that

if nbðiÞ \ nbðjÞ 6¼ ? 8bðiÞ 2 ai; 8bðjÞ 2 aj; j > i

nbðiÞ � nbðjÞ :
(2a)

Intuitively, in a regular IbHWS, the coverage area of each
BS is either a subset of the coverage area of a larger BS or it
is the BS with largest coverage area in a particular area.

It is important to highlight that an operator requires
more resources, particularly spectrum, to deploy the
multi-layer IbHWSs previously described. So far, the sub-
3 GHz spectrum is the preferred and most commonly used
by operators and is becoming increasingly crowded [26].
Gaining access to more sub-3 GHz spectrum can be
achieved by repurposing, i.e., refarming, of the existing
spectrum or by applying spectrum-sharing techniques [27].
However, the best case scenario expected from exploiting
these two techniques is doubling the current cellular band-
width, which may not be enough to allow a significant
number operators to migrate to a multi-layer IbHWS.
Another option is to exploit the mmWave frequencies,
which range from 3 to 300 GHz [28]. This approach is
expected to provide several tens of gigahertz for 5 G and
future cellular systems [27], [29]. Thus, the use of
mmWave frequency bands will enable the widespread
adoption of multi-layer IbHWSs.

2.2 Traffic Model

In the existing literature, a traffic demand is typically char-
acterized by the session arrival rate and the average file
size [20]. With these two values, the overall load of a BS is
then estimated in terms of (a) the total number of bits served
by the BS, or (b) the average bitrate, i.e., total number of bits
divided by the total time. Then, based on the value of over-
all load, the energy consumption of the BS is predicted.
However, this approach is highly inaccurate, mainly
because it assumes a linear relationship between a particular
bitrate and the corresponding power needed to provide it.

If we were to transmit the same number of bits r at two
different bitrates R1 and R0, where R1 ¼ mR0 and m > 1,
then the amounts of time t1 and t0 that would be required at
each rate, respectively, would be related by

t0 ¼ mt1: (3)

Therefore, for the energy consumption at both rates to be
equal it would be needed that

PRX1
¼ mPRX0

; (4)

where PRX1
and PRX0

represent the received power
required to achieve each bitrate, respectively. However, uti-
lizing Shannon’s Channel Capacity theorem, it can be
shown that the relationship between PRX1

and PRX0
is

exponential rather than linear:

Fig. 2. Infrastructure-based heterogeneous wireless system.

2. For simplicity, we will utilize the term “coverage area” to denote
the 3D coverage space. Similarly, diagrams will depict 2D versions of
the coverage area for ease of understanding. Nevertheless, the analysis
is done considering a 3D coverage space.
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PRX1
¼ 1þ PRX0

h

� �m

�1
� �

h; (5)

where h represents the noise plus interference. Even if the
analysis is restricted to a unique bitrate, i.e., m ¼ 1, the
value of PRX will vary with the distance between the BS and
the intended receiver. In conclusion, energy consumption
estimation based on the classical traffic demand modeling is
inaccurate due to (a) the non-linear relationship between
power and bitrate and (b) the distance-dependent power
required to satisfy a particular bitrate.

To accurately characterize the energy consumption, we
follow a different approach. We consider the network to be
able to serve sessions that have different quality of service
(QoS) requirements. These are defined in terms of bitrates,
to capture the non-linear relationship between bitrate and
power. Here, Q denotes the set of QoS requirements that
the network supports.

We consider the total service area U to be divided into

locations u � R3, satisfying the following:

1) Each location u is a connected set.
2) Locations are non overlapping: u1 \ u2 ¼ ? .
3) Each location can generate sessions, i.e., traffic

demands, of any QoS q 2 Q.
4) U ¼ S

u.
For every BS and the locations that it serves, we use

a matrix NðtÞ to characterize the number of active sessions
at any time instant t corresponding to every location u and
QoS q.

3 ENERGY MODEL

Using the previous network and traffic models, we devel-
oped in [30] the energy consumption model for the RAN.
First, the expected value of the radio frequency (RF) energy
required by a BS to serve its users during the jth time inter-
val was shown to be

E½ERF ðDtjÞ� ¼ Dtj tr E N½ �E PT
� �� 	

; (6)

where trðXÞ denotes the trace of a matrix X, Dtj denotes the
jth time interval of the day, and the matrix PðtÞ character-
izes the amount of power required by a given BS to satisfy
every location u with one session of QoS q. It was consid-
ered that both NðtÞ and PðtÞ were first-order stationary
(FOS), which allowed us to drop the time dependency from
the expected value.

Similarly, by modeling a BS as a set of interconnected
components c 2 C we showed that each component always
consumes a minimum amount of energy, whether that com-
ponent is “on” or “off”:

EoffðDtjÞ ¼ PoffDtj; (7)

Eon;minðDtjÞ ¼ Pon;minDtj; (8)

where Poff is the standby power, and Pon;min is the power
consumed with no load. For passive components

Pon;min ¼ Poff ¼ 0; (9)

and for non-passive components

Pon;min � Poff � 0: (10)

In addition to the minimum energy consumed in the
“on” state, each component also has a dynamic energy con-
sumption E½Eon;dynðDtjÞ� that can follow one of two models.
In the first model, E½Eon;dynðDtjÞ� is a function of the energy
that the component needs to produce at its output:

E½Eon;dynðDtjÞ� ¼ 1

a
E½EoutðDtjÞ�; (11)

where a is power efficiency of the component, and EoutðtÞ is
the energy that it needs to produce at its output. We denote
the components that follow this model as Type A. This
includes the power amplifier and the feeder. In the second
model, E½Eon;dynðDtjÞ� is a function of the overall load (in
terms of bitrate) that it needs to process:

E½Eon;dynðDtjÞ� ¼ DtjðPon;max � Pon;minÞ
loadmax

tr E½N�RT
� 	

; (12)

where Pon;max is the maximum power. R is a matrix in which
(i) all rows are equal, and (ii) the values in a row represent
the bitrate associated with each q 2 Q. We denote the com-
ponents that follow this second model as Type B. This
includes the baseband processor (BBuP) [14], [22]. Since we
model the BS as a set of interconnected components of
Types A and B, having the energy consumption model for
each type allows us to model the total energy consumption
of the entire BS.

Remark 1. The energy consumption model of the BS is an
affine function of tr E½N�RT

� 	
and tr E N½ �E PT

� �� 	
.

Proof. In this section, all the energy models are affine func-
tions of tr E½N�RT

� 	
and tr E N½ �E PT

� �� 	
. Since the inter-

connection of any two components leads to the
composition of their respective energy models, their joint

energy model is also an affine function of tr E½N�RT
� 	

and tr E N½ �E PT
� �� 	

. By induction, it follows that the

energy consumption model of the BS is also an affine
function of these two variables. tu
Being an affine function, the energy consumption ÊbðDtjÞ

of a BS b can be expressed in the form

ÊbðDtjÞ ¼ ÊoffðDtjÞ if b is off

Êon;minðDtjÞ þ Êon;dynðDtjÞ if b is on;



(13)

where ÊoffðDtjÞ represents the total energy consumption of b

when it is off. Êon;minðDtjÞ and Êon;dynðDtjÞ represent the total
minimum and dynamic energy consumption when b is on,

respectively. Êon;dynðDtjÞ can be further expressed as the lin-
ear function

Êon;dynðDtjÞ ¼ A
E½N�RT
� 	

tr E N½ �E PT
� �� 	

� �
; (14)

where A is a 1x2 matrix unique to every BS. The exact

expressions for ÊoffðDtjÞ, Êon;minðDtjÞ, and A depend on the
specific set C of components present in a BS b and how they
are interconnected. For example, regarding C, a macrocell is

CHAVARRIA-REYES ET AL.: ENERGY CONSUMPTION ANALYSIS AND MINIMIZATION IN MULTI-LAYER HETEROGENEOUS WIRELESS SYSTEMS 2477



typically equipped with an air conditioning (A/C) system;
however, such A/C is not required in a femtocell. Regard-
ing the interconnection of components, even if no users are
connected to a BS b, the power supply (PS) is on (with load)
since it provides the power to all components.

Our affine model for BS energy consumption fits the
early measurements reported in [14] as part of the
EARTH project. However, in [14], the model was approxi-
mated from the measured data rather than explicitly
derived, as done here. Furthermore, the model in [14] is
limited since it only considers the RF output power
dependency. In addition, it is not readily extendable to
predict the BS energy consumption in particular traffic
distributions.

Remark 2. tr E½N�RT
� 	

and tr E N½ �E PT
� �� 	

are linear func-
tions along the dimension of locations u.

Proof. The ith element of the main diagonal of the matrices

E½N�RT and E N½ �E PT
� �

can be expressed as

X
t

E Ni;t

� �
Rt;i and (15a)

X
t

E Ni;t

� �
E Pt;i

� �
; (15b)

respectively, where Ni;t is the number of active sessions
of QoS qt from location ui, Rt;i is the rate associated with
QoS qt for location ui, and Pt;i is the RF power required
to satisfy a single session of QoS qt for location ui. There-
fore, the ith element of the main diagonal in each matrix
is uniquely defined by the values from location ui. It fol-
lows that the summation of the elements of the main

diagonal, i.e., the trace function, of the matrices E½N�RT

and E N½ �E PT
� �

are linear functions along the dimension

of locations u. tu
FromEq.(14),wehavethatÊon;dynðDtjÞ isalinearfunctionof

trðE½N�RT ÞandtrðE½N�E½PT �Þ.Sincethesetwomatricesarelin-
ear functions along the dimension of locations u, as described

inRemark2, it follows that Êon;dynðDtjÞ is also a linear function
along thedimension of locationsu. Therefore, the energy con-

sumption of a BS b, denoted by ÊbðDtjÞ in Eq. (13), is itself an
affine function along thedimensionof locationsu. This allows
us,inSection4,toanalyzetheeffectontheenergyconsumption

ÊbðDtjÞ of the traffic coming from each location that a BS can
potentiallyserve.

4 ENERGY SAVING

For jth time interval Dtj, finding the maximum energy sav-
ings at the RAN can be obtained by solving the following
optimization problem:

min
X
a2A

X
b2Ba

E ÊbðDtjÞ
� �

; (16)

subject to: X
a2A

X
b2Ba

fbðDtj; uÞ ¼ 1; 8u 2 U; (17a)

X
u2CbðDtjÞ

X
q2Q

E Nu;q

� �
Ru;q � �b; 8a 2 A; 8b 2 Ba; (17b)

where fbðDtj; uÞ is an indicator function equal to 1 when b
serves u,CbðDtjÞ is the set of users served by b, and �b is the
maximum load supported by b. Constraint (17a) indicates
that each u is served by a single b, while (17b) indicates that
the total load in each BS should be below the maximum it
can support. This problem is in general non-convex and
not-solvable through standard optimization methods. Nev-
ertheless, the complexity of obtaining the solution at the jth
time interval is reduced if any of the following conditions
applies:

1) For every active location u that can only be served by
a single BS, its serving BS must be in the on state. For
any such BS, its energy contribution to the overall

RAN energy consumption is at least Êon;minðDtjÞ.
2) Every BS b for which no location under its coverage

requests any traffic can be switched to the off state.
For any such BS, its energy contribution to the over-
all RAN energy consumption is determined by
Eq. (13).

From an analytical perspective, this condition
should always be enforced. However, in a real
IbHWS, turning off a cell should only be done when
it is highly probable that no user will appear in that
area (e.g., an office femtocell during the night) or
when another active cell is serving the area of the
cell being turned off.

An alternative way of looking at the energy minimization
problem is to solve two related and coupled problems:

� Cell (de-)activation: Which BSs should be turned on?
Which ones should be turned off?

� Cell-association: To which BS should each location
connect in order to be served?

If the answer to any of these two is fixed, then the opti-
mal solution for the second one can be found [20]. Rather
than considering these two problems separately, we focus
on solving them jointly for the Regular IbHWS. Our
approach allows us to adjust the cell-association policy to
maximize the achievable energy savings. For example, as
later detailed in Section 4.1, by adjusting the cell-association
policies so that no users are associated with a given BS it is
then possible to turn that BS off and, thus, reduce the net-
work energy consumption.

4.1 Regular IbHWS

Remark 3. Given a regular IbHWS A, there exists a partition
G of the total coverage area of interest

X ¼
[

b 2 Ba
a 2 A

nb; (18)

such that

8g 2 G : 9a 2 A; b 2 Ba j g ¼ nb: (19)

Proof. The partition G is obtained through the following
steps. First, made G equal to a set whose elements are all
possible nb. Then, remove any nb that is a subset of
another element of G due to condition (2a). Elements that
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were not removed must satisfy that their intersection
with any other element of G is the empty set. Therefore,
the remaining elements form a partition of X. tu

From the previous proof, it also follows that:

8a 2 A; b 2 Ba : 9g 2 G j nb � g: (20)

Therefore, any IbHWS A can be partitioned into mutu-
ally disjoint areas such that the effective coverage area of
each BS is a subset of some element of the partition. At the
same time, all the BSs for which nb � g, for a particular
g 2 G, also define an IbHWSwhere the last layer has a single
BS. Fig. 3 depicts this partitioning for the regular IbHWS of
Fig. 2a.

Remark 4. For a regular IbHWS, the optimal solution to the
energy minimization problem is achieved by finding the
optimal solution for each IbHWS defined by the elements
of G.

Proof. From Eq. (20), it follows that the on/off configuration
of any BS b only affects the energy consumption of the
IbHWS defined by the g for which nb � g. Thus, the
IbHWSs defined by the rest of the elements of G can be
independently configured from the on/off state of b. tu
In conclusion, finding the optimal solution for the energy

minimization problem in a regular IbHWS reduces to being
able to find the optimal solution for a regular IbHWS whose
last layer has a single BS. We exploit this property to
develop an efficient algorithm to minimize the energy con-
sumption for the two-layer and multi-layer regular IbHWS.

4.2 Two-Layer Regular IbHWS

The two-layer regular IbHWS is depicted in Fig. 4. While
simple, this type of scenario is important since it is the most
commonly deployed when operators are migrating their
networks from a single-layer layout to a multi-layer one.
Furthermore, it allows us to establish the concepts that
become the building blocks in addressing the m-layer regu-
lar IbHWS.

The approach to tackle the energy minimization problem
at the jth time interval for a two-layer regular IbHWS is
now presented. For simplicity, we utilize bi;k to denote the
ith BS of layer ak 2 A and we drop the Dtj dependency.

First, we consider that layer a1 is not present. Therefore,
every location umust be served by a BS bi;0 (i.e., that belongs
to layer a0), and we can obtain the energy consumption of
the network by applying Eq. (13) to every BS bi;0. We denote
the network energy consumption for this case by EN�0. For
n BSs, this has complexity OðnÞ.

Second, we consider that layer a1, which only has one BS
b0;1, is also present. At this point, we have a decision point:

should b0;1 be on or off? In order to answer the question, we
need to compare the minimum energy required by the net-
work when b0;1 is off to the minimum one required when b0;1
is on. We now proceed to find these two values.

If b0;1 is set to off, the overall network consumption EN�1
becomes

EN�1 ¼ EN�0 þ Êoffðb0;1Þ; (21)

where Êoffðb0;1Þ corresponds to the energy consumed by b0;1
while off, as defined in Eq. (13).

On the other hand, if b0;1 is set to be on, the network con-

sumption must increase by at least Êon;minðb0;1Þ, as defined
in Eq. (13). Therefore, EN�1 becomes (at least)

EN�1 ¼ EN�0 þ Êon;minðb0;1Þ: (22)

When b0;1 is on and all locations are served by layer a0, there
are two types of actions that can be further executed to
reduce the energy consumption EN�1.

1) Action Type 1: Use b0;1 to a serve a particular location
u instead of layer a0. For this action to be executable,
the following condition must be satisfied:

RemCapðb0;1Þ � ReqCapðAT1uÞ; (23)

where RemCapðb0;1Þ denotes the remaining capacity
in b0;1, and ReqCapðAT1uÞ is the required capacity to
serve location u. If executable, the change in the
energy consumption DE1ðuÞ of the overall network is

DE1ðuÞ ¼ Êon;dynðb0;1; uÞ � Êon;dynðbi;0; uÞ; (24)

where bi;0 is the BS of layer a0 initially serving the
particular location u. However, if the location u was
the only one served by bi;0, then such BS can be
turned off. Therefore, there would be an additional
change in the overall energy consumption:

DE1ðuÞ ¼ DE1ðuÞ þ Êoffðbi;0Þ � Êon;minðbi;0Þ: (25)

From Eq. (10), it immediately follows that

Êoffðbi;0Þ � Êon;minðbi;0Þ � 0: (26)

A value DE1 < 0 implies a reduction in the overall
energy consumption of the network.

2) Action Type 2:Use b0;1 to serve all locations u originally
served by a particular BS bi;0. For this action to be exe-
cutable, the following conditionmust be satisfied:

RemCapðb0;1Þ � ReqCapðAT2bi;0Þ; (27)

Fig. 3. Partition of regular IbHWS.

Fig. 4. Two-layer regular IbHWS.
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where ReqCapðAT2bi;0Þ denotes the required capac-
ity to serve all locations u originally served by bi;0. If
executable, the change in the overall energy con-
sumption DE2ðbi;0Þ of the network is

DE2ðbi;0Þ ¼ Êoffðbi;0Þ þ
X

u2Cbi;0

Eon;dynðb0;1; uÞ

� Êon;minðbi;0Þ �
X

u2Cbi;0

Eon;dynðbi;0; uÞ;

(28)

where Cb is the set of locations served by b. A value
DE2 < 0 implies a reduction in the overall energy
consumption of the network.

When bi;0 serves a single location u, Eq. (28)
reduces to Eq. (25). This can be generalized as fol-
lows: the application of Action Type 2 can be inter-
preted as the execution of Action Type 1 to all u
originally served by bi;0, followed by turning bi;0 off.

For n BSs in layer a0, p locations, p � n, calculating the
effect DE1 of Action Type 1 for all locations u has an overall
complexity of OðpÞ. Similarly, calculating the effect DE2 of
Action Type 2 for all bi;0 has an overall complexity of OðpÞ.

Utilizing the above formulation, we now describe how
the energy saving problem is mapped to a Knapsack-like
problem. Consider the following concept mapping:

� �DE1ðuÞ: “Profit” of executing Action Type 1 on u.
� �DE2ðbi;0Þ: “Profit” of executing Action Type 2 on

bi;0.
� ReqCapðAT1uÞ: “Weight” of executing Action Type 1

on u.
� ReqCapðAT2bi;0Þ: “Weight” of executing Action

Type 2 on bi;0.
� Capðb0;1Þ: Maximum “weight” supported by BS b0;1.
Then, finding the minimum energy consumed by the net-

work when b0;1 is on can be represented as a 0-1 Knapsack-
like problem where each action has a “weight” and pro-
vides a “profit”. The major differences with the traditional
0-1 Knapsack problem are:

� The “profit” of an action might be negative. This
occurs if the action causes an increase in the overall
energy consumption of the network. No such action
should be executed.

� The “profit” of an action may change depending on
previously executed actions. For example, if Action
Type 1 is executed on a location u, then the addi-
tional achievable “profit” of executing Action Type 2
on the serving BS bi;0 of u will be less than the origi-
nal value of �DE2ðbi;0Þ.

For these reasons, we introduce Algorithm 1 to tackle the
Knapsack-like problem of finding the minimum energy con-
sumption when b0;1 is on. Without loss of generality, we
assume that every location u could be served by some bi;0.
If this were not the case, the algorithm would be modified
to make b0;1 serve such locations before executing any
other action.

The first step in Algorithm 1 consists of initializing a list of
all possible actions whose execution would reduce the

network energy consumption. Such initiation is addressed
by Algorithm 2. There, steps 2-9 and 10-17 calculate all possi-
ble actions of Type 1 and Type 2, respectively. Actions whose
execution would increase the network energy consumption,
i.e., whose DE > 0, are discarded in steps 5 and 13. For the
non-discarded actions, the efficiency is computed in steps 7
and 15 by the function Eff(), defined as

EffðÞ ¼ DE

ReqCap
: (29)

Algorithm 1.Minimum EN�1 for b0;1 on
1: Call Init-Vars " Calls Algorithm 2
2: for i 1; jHj do
3: h ith element fromH.
4: ATX action associated with h
5: if RemCapðb0;1Þ � ReqCapðATXÞ then
6: Call Execute-Action " Calls Algorithm 3
7: else
8: Discard ATX
9: end if
10: end for

Algorithm 2. Init-Vars

1: EN�1 ¼ EN�0 þ Êon;minðb0;1Þ
2: for all u do " Calculate all AT1
3: Calculate DE1ðuÞ
4: if DE1ðuÞ > 0 then
5: Discard AT1u
6: else
7: Calculate EffðAT1uÞ
8: end if
9: end for
10: for all bi;0 do " Calculate all AT2
11: Calculate DE2ðbi;0Þ
12: if DE2ðbi;0Þ > 0 then
13: Discard AT2bi;0
14: else
15: Calculate EffðAT2bi;0Þ
16: end if
17: end for
18: ListH  Jointly sort all EffðAT1uÞ and EffðAT2bi;0Þ in

ascending order

The efficiency of the non-discarded actions is always
non-positive. A lower efficiency value represents a higher
reduction in energy consumption per capacity required to
execute an action. Finally, step 18 jointly sorts all non-
discarded actions of Type 1 and Type 2 in ascending order.

Having the sorted list of actions that would reduce the
energy consumption, steps 2-10 of Algorithm 1 execute each
action, as long as b0;1 has enough remaining capacity to sup-
port it. For the executable ones, Algorithm 1 relies on
Algorithm 3 to perform the action execution.

In Algorithm 3, steps 1-11 and steps 12-20 deal with the
execution of an AT1 and AT2, respectively. For an AT2,
Prev�modðbÞ indicates whether one or more locations orig-
inally served by b have already been reallocated to b0;1. If
Prev�modðbÞ is false, the AT2 is executed normally, as
shown in steps 3-6. If Prev�modðbÞ is true, the AT2 is

2480 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 14, NO. 12, DECEMBER 2015



executed in steps 7-9 only if the energy savings provided by
the AT2 are greater than those achieved by the previous
reassociation of locations from b to b0;1. In other words,
Prev�modðbÞ allows us to account for the co-dependency
of an AT2 on previously executed actions. For an AT1, the
co-dependency on previously executed actions arises from
the fact that an AT1 cannot be executed if the BS b has
already been turned off, as shown in steps 15-20.

Algorithm 3. Execute-Action

1: if Type(ATX) = Type 2 then " Type 2
2: b BS associated with ATX
3: if Prev�ModðbÞ ¼ False then
4: Apply ATX, and Update RemCapðb0;1Þ
5: EN�1 ¼ EN�1 þ DE2ðbÞ
6: else
7: if DE2ðbÞ < DEprevious then
8: Apply ATX, and Update RemCapðb0;1Þ
9: EN�1 ¼ EN�1 þ DE2ðbÞ � DEprevious

10: end if
11: end if
12: else " Type 1
13: u location associated with ATX.
14: b servings BS of u.
15: if b is already off then
16: Discard ATX.
17: else " b is on
18: Apply ATX, and Update RemCapðb0;1Þ
19: EN�1 ¼ EN�1 þ DE1ðuÞ
20: end if
21: end if

Together, these three algorithms have an overall com-
plexity of Oðp log ðpÞÞ, which is dominated by the sorting
performed in the last step of Algorithm 2. These algorithms
allow us to:

1) Find the minimum amount of energy consumed
when b0;1 is on, which we can compare to the energy
required when b0;1 is off (Eq. (21)).

2) Jointly determine which BSs should be on or off, and
to which BS each location should be associated.

Remark 5. The energy minimization problem reduces to the
classical 0-1 Knapsack problem if

Êoffðbi;0Þ ¼ Êon;minðbi;0Þ8i: (30)

Proof. When the previous condition applies, executing an
Action Type 2 on a BS b has the same effect on the overall
energy consumption as the application of Action Type 1
over all the locations served by b. Therefore, we can omit
Actions Type 2 from the problem formulation and only
consider Actions Type 1. tu
The condition established in Remark 5 applies to most

BSs nowadays since they lack the capability to enter into a
dormant state for energy savings. However, in the most
recent studies for 4G networks, such as LTE-Advanced, the
ability of entering into a dormant state is being introduced.

4.3 Multi-Layer Regular IbHWS

In this section, we build on the scheme followed in the two-
layer IbHWS to develop a solution for the m-layer regular

IbHWS. The proposed solution for the m-layer regular
IbHWS can be efficiently obtained from the solution of
the ðm� 1Þ-layer regular IbHWS, making the approach
scalable.

Consider a regular IbHWSA ofm layers, i.e.,

A ¼ fa0; a1; . . . ; am�1g; (31)

where the top layer am�1 has a single BS. It is enough to ana-
lyze this case since it can be extended to the one where the
top layer has more than one BS, as discussed at the begin-
ning of Section 4.1. In addition, consider that we have the

optimal solution for the ðm� 1Þ-layer IbHWSA0 defined by

A0 ¼ A n am�1 ¼ fa0; a1; am�2g: (32)

Let EN�2 denote the energy consumption of the solution for

A0. If we create A by adding am�1 to A0, we have to decide:
should b0;m�1 be on or off? As in two-layer case, we need to
compare the minimum energy required by the network
when b0;m�1 is off to the minimum one required when b0;m�1
is on. We proceed to find these two values.

If b0;m�1 is off, the overall network consumption EN�3
becomes

EN�3 ¼ EN�2 þ Êoffðb0;m�1Þ: (33)

On the other hand, if b0;m�1 is set to be on, the network con-

sumption must increase by at least Êon;minðb0;m�1Þ. There-
fore, EN�3 becomes (at least)

EN�3 ¼ EN�2 þ Êon;minðb0;m�1Þ: (34)

When Eminðb0;m�1Þ is on and all locations are served by the

BSs in A0, there are four types of actions that could be exe-
cuted to reduce the energy consumption EN�3.

1) Action Type 1: Use the BS in the top layer, i.e., b0;m�1,
to serve a particular location u instead of A0. This is
equivalent to Action Type 1 for the two-layer case.

2) Action Type 2: Use b0;m�1 to serve all locations u origi-
nally served by a particular BS bi;k, where k < m� 1

(i.e., for some ak 2 A0). This is equivalent to Action
Type 2 for the two-layer case.

3) Action Type 3: For a location u, switch the serving BS
to another BS bi;k, where k < m� 1.

4) Action Type 4: For all locations u currently served by
the same BS, switch the serving BS to another BS bi;k,
where k < m� 1.

Remark 6. Applying an Action Type 3 or Action Type 4 to
the optimal solution of A0 does not lead to an immediate
reduction in the energy consumption EN�3.

Proof. Assume that an Action Type 3 or Action Type 4 can
lead to a reduction in the energy consumption EN�3.
Thus, any of them could also be applied to the optimal

solution of A0 and achieve a reduction in the energy con-

sumption of A0. Since the energy consumption of A0 is
already at the minimum, then it follows that no action
exists that could have been applied to further reduce the
energy consumption. Therefore, an Action Type 3 or
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Action Type 4 cannot lead to an immediate reduction of

the energy consumption of A0 or A. tu
As a result of the previous remark, we focus our

attention on Action Type 1 and Action Type 2 from now
on. Since it is equivalent to the ones for the two-layer
case, we can use the following mapping to avoid repeat-
ing all the formulation previously explained for the two-
layer case.

� In the two-layer case, all the active BSs initially serv-
ing users belonged to layer 0, i.e., they were of the
form bi;0. In the m-layer case, they have the form bi;k,
where k < m� 1.

� In the two-layer case, the effect of both actions leads
to b0;1 becoming the serving BS for certain locations
u. In the m-layer case, the effect of both actions leads
to b0;m�1 becoming the serving BS for certain loca-
tions u.

With this mapping, we can update all the equations devel-
oped for the two-layer case, as well as the proposed algo-
rithm, and apply them to obtain the solution for the m-layer
case if we are given the solution to the case of m� 1 layers.
Therefore, given any regular IbHWS A we can iteratively
apply the previous formulation to find the solution for
increasing number of layers till we reach m, with an overall
complexity Oðmp log ðpÞÞ. Regarding how frequently the
algorithm is executed, we envision it to be rerun at regular
time intervals defined by the operator, e.g., every hour. The
algorithm is not reactive, it runs based on traffic predictions.
As a result, no over- or under-estimation of the traffic condi-
tions will trigger an immediate algorithm rerun; instead,
those differences will be incorporated in the future traffic
predictions. Acquiring the data necessary for the traffic pre-
dictions represents the largest overhead associated with the
execution of our algorithm. Such data includes the UE loca-
tion information and the QoS requested for a traffic session.
Acquiring the UE location information at the cell level has
been shown to be feasible [24]. Operators could obtain higher
location accuracy by triggering the UEs to accurately report
their locations [31]. The operators can also fairly easily obtain
the QoS requested for each traffic session by inspecting the
messages exchanged during the procedures to establish a
data bearer between the UE and the packet gateway [32].

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
energy-saving algorithm for the regular IbHWS.

5.1 Simulation Setup

Simulation parameters for the IbHWS are shown in Table 1.
BSs per layer and locations are uniformly distributed across
the coverage area of interest X. The IbHWS is configured to
satisfy the needs of capacity and coverage, using three
layers denoted by L0, L1, and L2, respectively. TDs are gen-
erated so that L1 is able to satisfy the peak TD at any time
and location, providing the minimum required capacity. To
capture the spatio-temporal variability, each L1 BS is setup
to experience the peak TD at different times, as shown in
Fig. 5 for three L1 BSs.

The previous formulation also has consequences in the
other layers. L2 cannot satisfy all traffic demands, since it
has less BSs than L1. Consequently, L2 is meant for cover-
age. On the other hand, L0 has excess capacity to satisfy all
TDs. As such, it is meant to enhance capacity. Therefore,
this formulation allows to capture operators’ objectives of
satisfying and enhancing capacity and coverage.

In Table 2, the BS components and parameters are listed.
We consider the BSs in L0 require no A/C due to a low
expected value of power consumption. The interconnection
among these elements is shown in Fig. 6. ERF is the output
energy of the feeder. The energy received at the input of the
feeder comes from the PA, whose power is mainly drawn
from the PS. The BBuP energy is also provided by the PS.
The A/C needs to compensate the energy dissipated by all
the previous elements, and the energy it needs is drawn
from the PS. Based on these relations and the energy mod-
els, we obtain the energy used by each BS.

For the path loss, we used the following 3GPP models for
heterogeneous networks in outdoors (distance D (in km))[33]:

ðmacroÞPL ¼ 128:1þ 37:6 logðDÞ; (35)

TABLE 1
Simulation Parameters

Parameter Value

Bandwidth 3.84 MHz
BS Max. bitrate 14.4 Mbps
QoS Rates [1,20,80,200]*15 kbps
Time intervals 24 (1 hr each)
Total Coverage Radius 2,500 m

Number of Locations 500
Altitude of Locations 1.5 m

Number of Layers 3
Type of BSs (per layer) [pico,pico,macro]
Number of BSs (per layer) [100,25,6]
Altitude of BSs (per layer) [10,20,25]m

Fig. 5. Average load for BSs in layer 1.
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ðpicoÞPL ¼ 140:7þ 36:7 logðDÞ: (36)

5.2 Simulation Results

The amount of energy savings that can be achieved com-
pared to an always-on network depends on the specific lay-
out of the network, locations, and traffic demands. First, we
present the results obtained from a single scenario generated
with the previous parameters. Then, we provide values for
average achievable energy savings acrossmultiple scenarios.
To obtain an upper bound for the performance of our algo-
rithm we relax the energy minimization problem to a frac-
tional-Knapsack one, for which a greedy algorithm provides
an optimal solution. The performance of our algorithm can
be no better than that obtained from the relaxed problem. To
obtain a lower bound, we consider the cases where our algo-
rithm only applies actions of Type 1 or Type 2.

The results of applying our energy-saving scheme to a
scenario generated with the parameters previously
described are shown in Figs. 7 and 8. In Fig. 7, we observe
that when our algorithm considers actions of Type 1 and
Type 2 it achieves energy savings between 34 and 39 percent
throughout a day, with a gap of less than 2 percent from the
energy savings of the fractional-Knapsack upper bound.
Even though the performance of our algorithm is almost the
same when only actions of Type 2 are considered, it defi-
nitely outperforms the case where only actions of Type 1
are considered. In addition, we also observe that the achiev-
able energy savings vary inversely to the overall network
load. This behavior can be explained as follows. During low
network load periods, the number of underutilized BSs is
generally greater than during high network load periods.
Therefore, during low network load periods, there is a
higher probability that BSs can be turned off and, thus, the
additional energy savings described by Eq. (26) can be
achieved.

The effect of our energy-saving algorithm on the load,
activity, and the energy consumption across the different
layers is depicted in Fig. 8. We define the activity of layer i
during time interval Dtj as

Activityði;DtjÞ ¼
P

b2ai zðb;DtjÞ
jaij ; (37)

where zðb;DtjÞ is an indicator function equal to 1 when BS b
is on during time interval Dtj, and jaij denotes the total num-
ber of BSs in layer ai.

L0 handled between 62 to 93 percent of the traffic
throughout the day, while consuming between 64 to 80
percent of the total network energy. Even though the larger
cells (i.e., the ones of BSs in L1 and L2) in general did not
handle as much traffic as the ones of L0, the amount of traf-
fic that they managed increased during the time interval
9-21 h, i.e., when the network load was low-to-medium. We
also note that the level of activity for L1 and L2 tends to be
fairly stable during time intervals of at least 3 hours and,
even though the level of activity of L0 shows greater varia-
tions, these variations tend to be relatively low. In addition,
we observe that during the time interval 10-17 h, which cor-
responds to the highest energy savings in Fig. 7, the activity
of L0 experiences a significant drop (i.e., L0 BSs are turned
off) and the activity of L2 increases (i.e., L2 BSs are turned
on). This behavior suggests that the high energy savings are
highly related to the de-activation of underutilized L0 BSs.

To further explore the effect of our algorithm on the cell-
association policy, we obtained the locations-to-layer associ-
ation, as shown in Fig. 8d. We observe that the increment of

TABLE 2
BS Components and Parameters, per Layer

Component Poff(W) Pon;min(W) a Pon;max(W)

Feeder [0,0,0] [0,0,0] [0,0,1]*0.63 -
PA [1,1,1]*0.25 [0.25,1,4] [1,1,2]*0.2 -
BBuP [1,1,1] [2,2,4] - [1,1,2]*6
A/C [-,1,1]*0.9 [-,1,1]*0.9 [-,3,3] -
PS [1,1,1]*0.1 [1,1,1]*0.1 [1,1,1]*0.9 -

Fig. 6. Interconnections of BS components.

Fig. 7. Total network load and energy savings throughout a day.

Fig. 8. Load, energy, activity, and locations served per layer.
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the load managed by L2 in the time interval 9-21 h (as iden-
tified from Fig. 8b) results from L2 becoming the serving
layer for an increased number of locations. On the other
hand, the fairly stable activity of L1 in the time intervals
2-7 h and 13-17 h (as identified from Fig. 8b) still corre-
sponds to changes in the cell-association policies during
these intervals, as observed from Fig. 8d. In general, varia-
tions in the cell-association policy during the times of stable
activity also occur in the other layers.

To evaluate the overall performance of our energy-saving
algorithm, we applied it to 1,000 different scenarios gener-
ated using the parameters shown in Tables 1 and 2. Fig. 9
shows the probability density function (PDF) for the energy
savings. Particularly, Fig. 9a shows the PDF of the daily
energy savings across all scenarios. In this case, the mean is
35.04 percent and the variance is 1.65. To further analyze
how the energy savings behave throughout a day for the
different scenarios, we obtained the PDF for the energy sav-
ings across all time intervals of all scenarios, as shown in
Fig. 9b. In this case, the mean is 35.05 percent and the vari-
ance is 3.07. Even though the variance in this case is higher
by 1.42 than the one of Fig. 9a, the energy savings only differ
by 0.01 percent. This result indicates that the mean energy
savings across the time intervals do not experience wide
fluctuations compared to the mean daily energy savings
across multiple scenarios.

For the same scenarios used in Fig. 9, we obtained the
PDF of the absolute optimality gap between our algorithm
and the fractional-Knapsack relaxation, as shown in Fig 10.
Fig. 10a shows that the optimality gap is less than 3 percent
of energy savings across the scenarios. Across all time
intervals, we observe that the optimality gap is less than
8 percent of energy savings, and mostly within 2 percent of
energy savings.

For the same scenarios used in Fig. 9, we also obtained
the PDF of the improvements in energy savings of our

algorithm when both action types are considered com-
pared to only considering actions of Type 1, as shown in
Fig. 11. As observed from Figs. 11a and 11b, accounting
for both types of actions provides improvements of up to
5 and 8 percent across all scenarios and all time intervals,
respectively, compared to only considering actions
of Type 1.

Across all scenarios, we also obtained the per-layer PDF
for the energy, load, and activity percent, as shown in
Fig. 12. We define the activity of a layer i as

ActivityðiÞ ¼
P

Dtj

P
b2ai zðb;DtjÞP
Dtj
jaij ; (38)

where zðb;DtjÞ is an indicator function equal to 1 when BS b
is on during time interval Dtj, and jaij denotes the total num-
ber of BSs in layer ai. For these PDFs, Fig. 13 summarizes the
mean and the variance. In terms of the mean values shown
in Fig. 13a, we observe that L0 has an activity of around 50
percent but manages 75 percent of the network load, while
consuming no more than 70 percent of the overall network
energy. On the other hand, L1 shows an almost direct rela-
tion between its activity, energy consumption, and man-
aged load. In contrast to L0, L2 had activity of around
15 percent, but only consumed 8 percent of the energy and
handled 6 percent of the network load. These results high-
light the relevance of small cells (i.e., L0) and the non-trivial
role of larger cells (i.e., L1 and L2) in achieving energy-effi-
cient networks.

In terms of the variance, Fig. 13b shows that the variance
corresponding to the energy consumption is similar across
layers and relatively low compared to the ones of the activ-
ity and the load. The high values of the latter indicate that
the activity and the load per layer are highly dependent on
the particular IbHWS under consideration. On the other
hand, the low variance for the energy consumption indi-
cates a low dependence of the energy consumption per
layer on the particular IbHWS under consideration.

6 CONCLUSION

Small cells and HetNets play a key role in current and
future cellular systems. Nevertheless, the energy consump-
tion in such systems has become a key concern due to its
economic and environmental impact. Even though much
work has been done in recent years to develop techniques
to minimize the energy consumption, existing approaches
have not captured important factors that greatly affect the

Fig. 9. Probability density functions of energy savings (percent).

Fig. 10. Probability density function of the absolute optimality gap for
energy savings ( percent).

Fig. 11. Probability density function of the absolute improvements in
energy savings (percent) compared to considering only actions of Type 1.
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actual energy consumption in a network. In this paper, we
have analyzed the energy consumption in HetNets while
accounting for such factors. Specifically, we considered

heterogeneous networks composed of multiple layers, as
well as the dependence of the energy consumption on the
spatio-temporal variations of traffic demands and on the
internal hardware components of the BSs. Considering
these elements, we studied the energy minimization prob-
lem in HetNets, showed a mapping to a 0-1 Knapsack-like
problem, and identified the conditions required for a direct
mapping to the classical 0-1 Knapsack problem. Due to the
important differences between the general energy minimi-
zation problem and the classical 0-1 Knapsack problem, we
developed an efficient algorithm to minimize the energy
consumption by adjusting the cell-association and BS on-off
policies. We showed that our algorithm, while directly
applicable to the two-layer case, is extendable to them-layer
case. We evaluated the performance of the proposed algo-
rithm and obtained energy savings of 35 percent across a
wide range of scenarios. Throughout the day, these energy
savings, in general, vary inversely to the overall network
load. Furthermore, we identified that small cells play a key
role not just in improving the capacity, but also in increas-
ing the energy efficiency of the network by consuming
69 percent of the energy while handling 75 percent of the
traffic. However, contrary to the belief that small cells are
always the most energy-efficient solution, we found that
larger cells have an important role in energy-efficient
deployments, particularly during low and medium network

Fig. 12. Per-Layer probability density functions of energy, load, and activity.

Fig. 13. Per-layer statistics.
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load periods. During such periods, the energy consumption
of the small cells and their underutilization calls for their
de-activation and the utilization of larger cells, instead.
More importantly, we have shown that the cell-association
and on-off policies should be jointly adjusted according to
the actual network deployment, the energy efficiency of the
BSs, and the traffic dynamics in order to achieve a highly
energy-efficient network operation.
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