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ABSTRACT
Terahertz (0.06-10 THz) band communication is envisioned
as a key technology to satisfy the increasing demand for
ultra-broadband wireless communication. Due to the very
broad bandwidth and high frequency-selectivity, the syn-
chronization faces major challenges, such as the ultra-high
sampling rate demand, the stringent timing requirement for
demodulation, and the THz band communication peculiar-
ities. To address these challenges, in this paper, two al-
gorithms for timing acquisition are proposed. First, a low-
sampling-rate (LSR) synchronization algorithm is developed,
by extending the theory of sampling signals with finite rate
of innovation in the communication context and exploiting
the annihilating filter method. Moreover, a maximum like-
lihood (ML)-based approach for timing acquisition is devel-
oped, which is a two-step procedure and uses the weighted
average template construction to exploit the ML criterion.
Extensive simulations are carried out, and the results show
that the LSR algorithm is desired with the uniform sampling
at 1{20 of the Nyquist rate for the directional transmission,
while the ML-based algorithm is suitable in the multipath
propagation with a half-reduced searching space.
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1. INTRODUCTION
In recent years, the wireless data tra�c grew exponen-

tially, further accompanied by an increasing demand for
higher data rates [11]. New spectral bands as well as ad-
vanced physical layer solutions are required to support this
high data rate for future wireless communications. In ad-
dition to many proposed solutions for next generation ad-
vanced cellular systems, the (0.06 - 10) Terahertz band is
identified as one of the promising spectrum bands to enable
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ultra-high-speed communications [2]. Synchronization pro-
vides accurate timing information of the received signal to
accomplish demodulation at the receiver, and it becomes a
challenging problem in ultra-high-speed wireless communi-
cation networks in the THz band. Timing errors as small as
picoseconds can seriously degrade the system performance.
The unique challenges and requirements for the THz band
synchronization are as follows.

First, demand of ultra-high sampling rates. A clear trend
for system design is to perform as much digital processing
as possible, since digital implementation has the advantages
of cost-e�ciency, full integration, and robustness [9]. Given
the very broad bandwidth of the THz band signaling (rang-
ing from tens of GHz up to several THz [4]), the digital
synchronization requires extremely fast sampling, expensive
and high power consuming analog-to-digital converters, op-
erating at multi-GHz and even THz. Second, stringent tim-
ing requirement for demodulation. The ultra-short pulses
employed in THz band systems place stringent timing re-
quirements for demodulation. For the time being, the fea-
sibility of carrier-based modulation is limited by the lack
of compact transceivers that are able to generate THz car-
rier frequencies. Recently in [6], the ultra-short pulse-based
modulation is proposed to capture the expected capabili-
ties of THz signal generators and detectors. The very broad
bandwidth results in an ultra-fine resolution of the timing
uncertainty region and imposes a very large search space for
detection-based synchronization approaches [1]. Lastly, THz
band communication and propagation peculiarities. The THz
band channel is highly frequency-selective, and has severe at-
tenuation as well as distortion on the transmitted pulses [5].
The severe frequency-selectivity causes temporal broadening
on the transmitted signals and hence, increases the burden
of timing acquisition. Furthermore, the high-gain antennas
and very large antenna arrays are suggested in [2] to over-
come the very high path loss, which can e↵ectively reduce
the multipath e↵ects. Therefore, the THz band transmis-
sion can be either multipath with a low number of the total
paths or directional in the extreme case.

To address these challenges above, in this paper, we de-
velop a low-sampling-rate (LSR) algorithm for timing ac-
quistion, which extends the theory of sampling signals with
finite rate of innovation in the communication context and
exploits the features of annihilating filters [12]. According
to the classical sampling theory [3], the very broad signal
bandwidth prescribes a prohibitively high sampling rate and



digital synchronization becomes very expensive. However, a
signal that is not bandlimited can still be completely re-
constructed from uniform samples, provided that the signal
has a finite rate of innovation, as proved in [10, 8]. In the
communication context, the rate of innovation refers to the
symbol rate. Therefore, we develop the LSR synchroniza-
tion algorithm that samples faster than the symbol rate,
but at a fraction of the sampling rate dictated by the signal
bandwidth, i.e., the Nyquist rate.

In addition to the LSR algorithm, we propose amaximum-
likelihood (ML)-based approach for timing acquisition. In
particular, a two-step procedure and the weighted average
template construction are used in the process to derive the
timing acquisition solutions based on the ML criterion. We
perform extensive performance evaluation on the developed
two algorithm via simulations. We investigate the impact of
di↵erent communication parameters on the acquisition per-
formance and compare the two algorithms. Our paper con-
tributes to synchronization design with reduced computa-
tion complexity and e�cient timing acquisition for the THz
band systems.

The rest of this paper is organized as follows. In Section
2, we analyze the channel and the signal model for THz
band communication. We proceed to delineate LSR syn-
chronization algorithm in Section 3. Moreover, the timing
acquisition solutions based on the ML criterion is derived
in Section 4. Extensive simulations and performance eval-
uation are presented in Section 5. Finally, we conclude the
paper in Section 6.

2. TERAHERTZ BAND CHANNEL AND
WAVEFORM MODEL

In this section, we introduce the propagation model in the
THz band. Based on the channel model, we describe the
pulse-based THz signal model and derived the signals at the
receiver in the time and frequency domains. Furthermore,
we define the timing acquisition problem associated with the
THz signaling.

2.1 Overview of Terahertz Band Channel
The complete multipath channel model in the THz band

has been introduced in our previous study [4]. In this sec-
tion, we present the directional transmission model, as an
extension of the free space model in [5]. In particular, we
consider the channel frequency response in the THz band
consisting of the spreading loss, the molecular absorption
loss, and the reflection loss, as

Hpfq “GtGr ¨ c

4⇡fdT
¨ exp

ˆ
´1
2
KpfqdT

˙
¨ Rpfq (1)

where Gt and Gr denote the transmit and receive antenna
gains. Moreover, c stands for the speed of light, f is the op-
erating frequency, and dT represents the total traveling dis-
tance. The molecular absorption coe�cient K is frequency-
selective and computed in [5]. The reflection coe�cient for
a rough surface, R, is computed as

Rpfq “
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On the one hand, there is no reflection loss for LoS. dT is
equal to the direct distance d if LoS is present. On the other
hand, in the directed NLoS mode, the refractive index, nt,
is a function of the operating frequency and the reflection
material. If we denote ✓ as the incident angle of the reflected
path, dT “ d{ cosp✓q. Furthermore, �R is the factor that
characterizes the roughness of the reflecting surface.

2.2 Terahertz Pulse Waveform
In [6], the wideband pulse waveform is proposed for the

purposes of ultra-low power, compact-size and ultra-low com-
plexity design for THz band communication. The pulse
width is Tp. Every information symbol consists of a block
of these repeated pulses (one pulse per frame), and the re-
sulting transmitted signal is shown in Fig. 1 and is

sptq “
I´1ÿ

i“0

ai

Nf ´1ÿ

k“0

p pt ´ iNfTf ´ kTf ´ ⌧
0

q , (3)

where ai refers to the ith symbol taking values 0 or 1, pptq is
the transmission pulse. Moreover, Nf is the number of pulse
waveforms to represent one symbol, which is also known as
the number of frames. Tf stands for the separation between
the consecutive pulses, and ⌧

0

represents the random initial
transmission delay. I is the total number of symbols.

The time response of the THz band channel is obtained by
using the inverse Fourier transform on (1) hptq “ F´1 tHpfqu.
The received signal after the channel is passed through a re-
ceiver filter hR, and the filter output is

yptq

“
I´1ÿ

i“0

ai

Nf ´1ÿ

µik“0

gpt ´ iNfTf ´ kTf ´ µiTf ´ ⌫iTsq ` wptq

(4)

with gptq “ pptq ˚ hptq ˚ hRptq, (5)

µiTf ` ⌫iTs “ ⌧
0

` tD `  i. (6)

In the above equations, w is the white Gaussian noise, tD “
dT {c stands for the transmission delay, and  i denotes the
jittering o↵set or the random misalignment between the
transmitter and receiver clocks, which dynamically varies
over symbols. In (6), µi identifies the first frame of a sym-
bol, which amounts to the symbol timing (ST) at a frame
level, and suggests that a symbol begins at t “ iNfTf `µiTf .
On the other hand, ⌫i indicates the frames’ starting time,
which is the frame timing (FT) at a sample level, and indi-
cates a frame begins at t “ piNf ` k ` µiqTf ` ⌫iTs, with
Ts “ 1{fs being the sampling interval.

Consequently, the timing acquisition for the THz band
communication includes: i) the random starting time, ⌧

0

, ii)
the propagation delay, tD, which is a constant if the trans-
mitter and the receiver are fixed, and iii) the jittering o↵set,
 i, which is di↵erent for the di↵erent symbols. Equivalently,
finding these parameters is related to solving for µi and ⌫i.

By performing the Fourier Transform, the equivalent sig-
nal model in the frequency domain is expressed as

Y pfq “
I´1ÿ

i“0

ai

Nf ´1ÿ

k“0

GtGr ¨ c

4⇡fdT
¨ exp

ˆ
´1
2
KpfqdT

˙

¨ RpfqP pfqHRpfq exp p´j2⇡f piNfTf ` kTf qq
¨ exp p´j2⇡f pµiTf ` ⌫iTsqq ` W pfq (7)



where P , HR and W represent the frequency responses of
p and hR, and w, in (4) and (5). Furthermore, we define
a sampling interval Ts “ Tf {Q, where Q is an integer that
denotes the number of samples per frame. Hence, ⌫i takes
values in the range of r0, Q ´ 1s, while the multiple of Tf is
absorbed in µi. After sampling at a sampling rate Ns with
the time interval Ts, the discrete signal becomes

yrns “
I´1ÿ

i“0

ai

Nf ´1ÿ

k“0

grn´ iNfQ´kQ´µiQ´⌫is `wrns. (8)

Next, we transform the signals into the frequency domain,
and we consider the bandlimited filter has a center frequency
fc “ fU `fL

2

, where fU and fL denote the upper and lower
cuto↵ frequencies of the filter. The sampling rate satisfies
fs “ 1

Ts
• fU ´ fL. The frequency step is defined as f

0

“
fU ´fL

N . In the frequency domain, the total N uniformly
spaced frequency samples can be expressed as

Y rns “
I´1ÿ

i“0

Airns
Nf ´1ÿ

k“0

exp p´j2⇡fniNfTf ` kTf q

¨ exp p´j2⇡fnµiTf ` ⌫iTsq ` W rns

“
I´1ÿ

i“0

Airns
Nf ´1ÿ

k“0

exp p´j2⇡fnTf piNf ` k ` µiqq

¨ exp p´j2⇡fnTs⌫iq ` W rns

“
I´1ÿ

i“0

Nf ´1ÿ

k“0

Airnsun
i ` W rns (9)

where fn “ fL `nf
0

. In the above equations, the expanded
expressions for Ai and un

i are given by

Aipfq “ aiGtGr ¨ c

4⇡fdT
¨ exp

ˆ
´1
2
KpfqdT

˙

¨ RpfqP pfqHRpfq, (10)

un
i “ ep´j2⇡fnTf piNf `k`µiqq`p´j2⇡fnTs⌫iq. (11)

By using a polynomial approximation to express the coef-
ficients Airns, with a sum of polynomials with degree 0 §
m § M ´ 1. Hence, the expression for Y rns in (9) can be
further approximated as

Y rns «
I´1ÿ

i“0

Nf ´1ÿ

k“0

˜
M´1ÿ

m“0

xmnm

¸
un
i ` W rns. (12)

This received signal will be used for the time acquisition, by
using the LSR and the ML algorithms in the sequel sections.

3. LOW-SAMPLING-RATE (LSR) TIMING
ACQUISITION ALGORITHM

A signal that is not bandlimited can still be completely re-
constructed from uniform samples, provided that the signal
has a finite rate of innovation, as proved in [8]. The key in
constructions is to identify the innovative part of a signal. In
the signal model in (12), the finite rate of innovation includes
the parameters ✏µ,⌫ and xm. In this section, we present the
LSR algorithm that captures the channel and communica-
tion peculiarities in the THz band. This algorithm is based
on the annihilating filter method and the spectral estima-
tion techniques in the frequency domain, and is useful to

estimate the timing information at a sub-Nyquist rate. In
particular, the annihilating filter method is a well-known
tool from spectral estimation or error correction coding [10],
while in our context, we consider deterministic signals and
derive the analytical sampling formulas.

The LSR algorithm for synchronization is given in Fig. 2.
The LSR factor is defined as the ratio between the Nyquist
sampling rate and the implemented sampling rate, as �

LSR

“
Nn{Ns. Based on the THz band channel in Sec. 2.1 and
the pulse waveform in Sec. 2.2, we start with designing the
annihilating filter, Harms. The N spectral coe�cients Y rns
are computed in (12), with N • 2L ` 1. The annihilating
filter is designed to allow

Harns ˚ Y rns “
Lÿ

l“0

HarlsY rn ´ ls

“ 0, for n “ 0, 1, . . . , N, (13)

where L “ I ¨Nf ¨M . In light of (12), the annihilating filter
is in the form of

Hapzq “
I´1π

i“0

Nf ´1π

k“0

“
1 ´ p0i,kz

´1

‰M
, (14)

where p0i,k is a function of the frequency step f
0

and relates
to un

i , as

p0i,k “ exp p´j2⇡f
0

Tf piNf ` k ` µiq ´ j2⇡f
0

Ts⌫iq
“ pun

i ¨ exp pj2⇡fL pTf piNf ` k ` µiq ` Ts⌫iqqq 1

n .
(15)

The proof of this annihilating filter is omitted. The annihi-
lating filter has the degree of L, and in this equation, there
are L`1 unknown filter coe�cients, which require L`1 lin-
ear equations to solve for the annihilating filter coe�cients.
To e�ciently solve for the annihilating filter coe�cients, we
can set Har0s “ 1, without loss of generality. Then, the
matrix equation can be arranged as Y1 ¨ H1

a “ ´Y1, where
the matrices are defined as

Y1 “

¨

˚̊
˚̋

Y rL ´ 1s Y rL ´ 2s ¨ ¨ ¨ Y r0s
Y rLs Y rL ´ 1s ¨ ¨ ¨ Y r1s
...

...
. . .

...
Y r2L ´ 1s Y r2L ´ 2s ¨ ¨ ¨ Y rLs

˛

‹‹‹‚, (16)

H1
a “ pHar1s Har2s ¨ ¨ ¨ HarLsqT , (17)

Y1 “ pY rLs Y rL ` 1s ¨ ¨ ¨ Y r2Ls ¨ ¨ ¨ qT , (18)

where p¨qT denotes the transpose operator.
Next, we utilize the derivations above to compute the tim-

ing o↵sets. With the filter coe�cients Harms, the values of
µi and ⌫i can be estimated by exploiting the pole properties
of the annihilating filter. By transforming the annihilating
filter into the z-domain, we relate the filter coe�cients to
the desired timing parameters and search for the roots that
are closest to the unit circle. By denoting the poles as tp̂0i,ku,
the estimated ST and FT o↵sets are solved as

µ̂i “
[

=p̂0i,k
´j2⇡f

0

Tf

_
´ iNf ´ k, (19)

and ⌫̂i “
[

=p̂0i,k
´j2⇡f

0

Ts

_
´ Q piNf ` k ` µ̂iq , (20)
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Figure 1: A pulse-based Terahertz sig-
nal model, with I “ 1 and Nf “ 3.
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where t¨u denotes the flooring operator.
This algorithm is reliable when the noise level is low and

the antenna gains are high. In THz band communications,
the use of very high gain antenna or antenna arrays can ef-
fectively improve the signal-to-noise ratio (SNR) and hence
eliminate the noise e↵ect. Nevertheless, the problem of nu-
merical ill-conditioning may arise by using this approach,
mainly because root-finding is not robust to noise. Instead
of finding the roots, the matrix manipulations can be per-
formed by exploiting the properties of the signal subspace [10].
However, a major computational cost of the above method
arises in the singular value decomposition procedure in the
matrix manipulation, which is an iterative algorithm with
very high computational costs and is not favored in our work.
In addition to the LSR algorithm, in the sequel section we
propose an alternative solution to exploit the ML principle.

4. MAXIMUM-LIKELIHOOD-BASED TIM-
ING ACQUISITION APPROACH

In this section, the ML optimality criterion is adopted to
derive a timing acquisition algorithm tailored to the pulse-
based THz band communication. To start with the THz
communication model (4), we denote the trial values of the

unknown timing o↵sets as
´
⌧̃
0

, t̃D,  ̃i

¯T
and the channel-

dependent received signal g̃ptq, which correspond to the pa-
rameters in (5) and (6). We consider the absence of inter-
symbol interference in the directional transmission, and treat
the noise component w in the received signal (4) as a zero-
mean Gaussian process over the receiver-filter bandwidth.
Moreover, we describe z̃ptq as the noise-free component of
the trial received signal, as

z̃ptq “
I´1ÿ

i“0

ai

Nf ´1ÿ

k“0

g̃pt ´ iNfTf ´ kTf ´ ⌧̃
0

´ t̃D ´  ̃iq. (21)

We define g̃
1

ptq “ ∞Nf ´1

k“0

g̃pt ´ kTf q. The ML rule boils

down to searching
´
⌧̃
0

, t̃D,  ̃i

¯T
and g̃

1

ptq for the minimum

of ||yptq ´ z̃ptq||2, which equivalently maximizes

⇤

„
yptq|

´
⌧̃
0

, t̃D,  ̃i

¯T
, g̃

1

ptq
⇢

“ 2

ª INfTf

0

yptqz̃ptqdt ´
ª INfTf

0

rz̃ptqs2 dt

“ 2

ª INfTf

0

yptq
I´1ÿ

i“0

aig̃1pt ´ iNfTf ´ ⌧̃
0

´ t̃D ´  ̃iqdt

´
ª INfTf

0

«
I´1ÿ

i“0

aig̃1pt ´ iNfTf ´ ⌧̃
0

´ t̃D ´  ̃iq
�
2

dt (22)

In this objective function, we assume that the training sym-
bols ai are uncorrelated with each other. Moreover, we rec-
ognize that one symbol waveform is confined with the non-
zero support over r0, NfTf s. Hence, the objective function
can be further arranged as

⇤

„
yptq|

´
⌧̃
0

, t̃D,  ̃i

¯T
, g̃

1

ptq
⇢

« 2
I´1ÿ

i“0

ai

ª NfTf

0

g̃
1

ptq

¨ ypt ` iNfTf ` ⌧̃
0

` t̃D `  ̃iqdt ´
I´1ÿ

i“0

|ai|2
ª NfTf

0

rg̃
1

ptqs2 dt.

(23)

This ML-based time acquisition problem can be solved by
adopting a two-step procedure. In particular, the objective
function can be rearranged by taking g̃

1

ptq as the nuisance
parameter, as

´
⌧̃
0

, t̃D,  ̃i

¯T

“ argmax

"
max
g̃
1

ptq

"
⇤

„
yptq|

´
⌧̃
0

, t̃D,  ̃i

¯T
, g̃

1

ptq
⇢**

. (24)

To solve the inner term in (24), we fix
´
⌧̃
0

, t̃D,  ̃i

¯T
and set

B⇤
Bg̃

1

ptq “ 0 in (23). The resulting optimal estimate of the

received pulse waveform g̃
1

ptq is obtained as

g̃
1

ptq “ 1
∞I´1

i“0

|ai|2Nf

¨
I´1ÿ

i“0

aiypt ` iNfTf ` ⌧̃
0

` t̃D `  ̃iq.

(25)

This estimate can be interpreted as a weighted average tem-
plate with the known training symbols ai{

∞I´1

i“0

|ai|2 as the
weighting coe�cients. By substituting (25) into (23) and
(24), we reach the solution to the timing acquisition prob-
lem by using the two-step ML-based approach. The timing
information is obtained as

´
⌧̃
0

, t̃D,  ̃i

¯T
“ argmax

#
1

∞I´1

i“0

|ai|2Nf

ª NfTf

0

«
I´1ÿ

i“0

aiypt ` iNfTf ` ⌧̃
0

` t̃D `  ̃iq
�
2

dt

+
. (26)

The desired estimate is claimed when the received signal en-
ergy is maximized. The block diagram to implement the ML
approach is illustrated in Fig. 3. The major cost of the ML
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approach is the searching space, which can be reduced by
enlarging the time step, at a multiple of Ts. Moreover, the
storage of a large set of trail values is costly. The tradeo↵ be-
tween the synchronization performance and the complexity
is investigated numerically in the next section.

5. PERFORMANCE EVALUATION
In this section, we evaluate the LSR synchronization al-

gorithm and the ML-based approach in terms of the timing
o↵set estimation performance, based on Monte Carlo simula-
tions. Moreover, we study its influence on resulting received
signals. All results are presented as the averages over 1000
iterations.

We consider the parameters in the simulations as follows.
The random initial delay ⌧

0

and the random misalignment
between the transmitter and the receiver  i in (6) follow
uniform distributions over r´Tf , Tf s, at the multiples of
Ts “ 0.5ps. In terms of the signal model in Sec. 2.2, the
pulse width Tp “ 10ps, the frame length Tf “ 1ns, the
frequency step f

0

“10 MHz. Moreover, for the THz band
communication, the transmit power is St “ 1 dBm, the noise
power is Pw “ ´80 dBm, and the distance is dT “ 5m [7].

5.1 LSR Algorithm Performance
We study the RMSE for di↵erent combinations of LSR

factors, antenna gains, transmission modes, and distances.
As our main objective is to achieve an accurate synchroniza-
tion by using a sub-Nyquist sampling rate, we investigate the
LSR factor �

LSR

that can support RMSE § 0.01Tf . The re-
sults are detailed as follows.

In Fig. 4, the RMSE performance over di↵erent antenna
gains are evaluated. In particular, when the antenna gains
Gt “ Gr “ 30 dB and the communication distance dT “ 5m
in (1), �

LSR

“ 20 can be adopted. In this case, the path loss
is approximately 117 dB and the resulting signal-to-noise
ratio (SNR) is equal to 20 dB. On the one hand, the reduc-
tion of antenna gains implies to decrease SNR, which makes
RMSE to increase significantly. As the antenna gains are
equal to 20 dB, 10 dB and 0 dB, the maximum LSR fac-
tor reduces from 16 to 4 and 2. Hence, when the antenna
gains or the equivalent SNR are very small, the RMSE be-
comes significant and the LSR algorithm is not suitable to
be used. Moreover, we study the influence of communication
distances on the synchronization performance, in Fig. 5. In
general, as the distance increases, higher path loss and more
severe frequency-selectivity appear in the THz band spec-
trum. This consequently degrades the RMSE of the LSR

algorithm. Although the LSR factor 20 can be supported
to achieve RMSE “ 0.01 frame, the average RMSE values
reduce from 0.003, 0.005, 0.007 to 0.011, as the distance
increases from 5m, 10m, to 20m.

In addition, di↵erent numbers of the pulses to represent
one training symbol are compared in Fig. 6. The worst
RMSE occurs when each symbol consists of 4 repeated pulses.
This can be understood that with additional repeated pulses
in one symbol, the fluctuation of the frequency response be-
comes more severe. This results in the worse performance
of the LSR algorithm as the low sampling rate is used to
recover the received signal. For example, when Nf “ 4, the
LSR algorithm is proper to be used if the LSR factor needs
to stay below 4. Furthermore, five pulses with the di↵erent
supporting bandwidth are compared in Fig. 7. With the very
small pulse duration, Tp, the supporting bandwidth is large.
By using the LSR algorithm in the frequency domain, the
wider frequency response yields better performance. In par-
ticular, a 10ps pulse has the frequency response occupying
the 0.06-1 THz. This pulse waveform is able to support the
RMSE “ 0.01 frame with the LSR factor of 20. In contrast,
this LSR factor decreases as the pulse width in the frequency
domain decreases. When a 20 GHz pulse is used, the largest
LSR factor to satisfy the RMSE constraint reduces to 16.

5.2 Influence on Received Signals
We analyze the e↵ect of the LSR on the received signal for

di↵erent LSR factors, in Fig. 8. With smaller sampling rates,
the recovery of received signals becomes more challenging.
To compare the received signals sampled at sub-Nyquist
rates with the original pulse, the RMSE of the received sig-
nal (not the timing acquisition) increases from 1.26 ˆ 10´3,
2.33 ˆ 10´3 to 4.50 ˆ 10´3, when �

LSR

“ 6, 10 and 20. In
addition to the amplitude and phase distortion, temporal
broadening e↵ects appear, due to the very high frequency-
selectivity in the wideband THz spectrum [2]. The width of
the received pulse with �

LSR

“ 1 is over 200ps, which is 20
times larger than the transmitted pulse. However, by using
a low sampling rate, the rapid fluctuation in the received
pulses dwindles, and hence, the broadening e↵ects atten-
uate. For example, when the LSR factors are 10 and 20,
the width of the received pulse reduces to 180ps and 150ps,
respectively. These are equivalent to suggest the maximal
pulse rates of 5.56 and 6.67 Giga-pulses-per-second to avoid
the inter-symbol-interference. Hence, LSR can e↵ectively
relax the restriction of the minimum spacing between con-
secutive pulses and hence, can improve the data rates.
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5.3 ML Approach Performance
The LSR algorithm is not favored when the SNR at the

receiver is low or equivalently in the multipath propagation.
As an alternative, the ML approach yields better perfor-
mance than the LSR algorithm, at the cost of significant
searching space and data storage. The RMSE performance
of the ML-based approach is analyzed in Fig. 9. As a major
computation constraint, di↵erent time step values (at the
multiples of Ts) of the trial values in (26) are studied. The
RMSE increases when the distance increases and the search-
ing space decreases. To achieve RMSE “ 0.01 frame, a time
step of 2Ts can be used to reduce the search space by half.
However, the distances needs to remain below 15m. Specif-
ically at dT “ 5m, the RMSE increases from 0.002, 0.003,
0.021, 0.046 to 0.077 when the time step increases from 1 to
5, respectively. Hence, the ML-based algorithm can be used
in the multipath propagation with a time step of 2 to reduce
the searching space by half.

6. CONCLUSION
In this paper, we proposed a LSR algorithm and a ML-

based algorithms for timing acquisition in the THz band to
address the challenges such as the ultra-high sampling rate
demand, the stringent timing requirement for demodulation,
and the THz band communication peculiarities. These two
algorithm are evaluated based on the RMSE performance.
The simulation results showed that in the directional trans-
mission, the LSR algorithm can be used with the uniform
sampling at 1{20 of the Nyquist rate, while the ML-based
algorithm can be used in the multipath propagation with a
time step of 2 to reduce the searching space by half. This
analysis contributes to achieving the reliable timing acqui-
sition with low computational complexity in the THz band.
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