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a b s t r a c t

Cellular networks have been undergoing an extraordinarily fast evolution in the past years.
With commercial deployments of Release 8 (Rel-8) Long Term Evolution (LTE) already
being carried out worldwide, a significant effort is being put forth by the research and
standardization communities on the development and specification of LTE-Advanced.
The work started in Rel-10 by the Third Generation Partnership Project (3GPP) had the
initial objective of meeting the International Mobile Telecommunications-Advanced (IMT-
Advanced) requirements set by the International Telecommunications Union (ITU) which
defined fourth generation (4G) systems. However, predictions based on the wireless traffic
explosion in recent years indicate a need for more advanced technologies and higher
performance. Hence, 3GPP’s efforts have continued through Rel-11 and now Rel-12. This
paper provides a state-of-the-art comprehensive view on the key enabling technologies for
LTE-Advanced systems. Already consolidated technologies developed for Rel-10 and Rel-
11 are reviewed while novel approaches and enhancements currently under consideration
for Rel-12 are also discussed. Technical challenges for each of the main areas of study
are pointed out as an encouragement for the research community to participate in this
collective effort.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

The fourth generation (4G) of wireless cellular systems
has been a topic under discussion for a long time, probably
since the formal definition of third generation (3G) cellular
systems was completed by the International Telecommu-
nications Union (ITU) in 1997. Upon completing the devel-
opment of the 3G family of standards, the Third Generation
Partnership Project (3GPP) started working on Long Term
Evolution (LTE) systems during the Release 8 (Rel-8) of the
standards [1]. Being the first cellular system based on Or-
thogonal Frequency Division Multiple Access (OFDMA), it
represented a major breakthrough in terms of achieving
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peak data rates of 300 Mbps in the downlink [2,3]. How-
ever, both LTE Rel-8 and Rel-9 specifications did not meet
the IMT-Advanced requirements established by the ITU for
4G systems [4]. LTE-Advanced, the first accepted 4G system
whose standardization was initiated in Rel-10 by 3GPP,
was born as the resulting efforts of 3GPP to meet those re-
quirements [5–8]. Major performance goals included peak
rates of 1 Gbps in the downlink and 500Mbps in the uplink.
A summary of the relationship among the requirements of
LTE, LTE-Advanced and IMT-Advanced is shown in Table 1.

However, current predictions for future systems point
out tremendous challenges far beyond what the ITU
initially established for 4G. Driven by both the explosion
of users’ demands for mobile data along with new services
and applications, and the need for a ubiquitous and
wirelessly accessible cloud platform, the evolution of
future mobile traffic is expected to boom. Applications
and services demand ever-increasing data rates. A traffic
growth of up to 30 times has been predicted to take place
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Table 1
LTE, LTE-Advanced and IMT-Advanced performance targets for downlink
(DL) and uplink (UL).

Item Trans.
path

Antenna
conf.

Rel. 8
LTE

LTE-
Advanced

IMT-
Advanced

Peak data rate
(Mbps)

DL 8 × 8 300 1000 1000
UL 4 × 4 75 500 –

Peak spectrum
efficiency (bps/Hz)

DL 8 × 8 15 30 15
UL 4 × 4 3.75 15 6.75

Capacity
(bps/Hz/cell)

DL
2 × 2 1.69 2.4 –
4 × 2 1.87 2.6 2.2
4 × 4 2.67 3.7 –

UL 1 × 2 0.74 1.2 –
2 × 4 – 2.0 1.4

Cell-edge user
throughput
(bps/Hz/cell/user)

DL
2 × 2 0.05 0.07 –
4 × 2 0.06 0.09 0.06
4 × 4 0.08 0.12 –

UL 1 × 2 0.024 0.04 –
2 × 4 – 0.07 0.03

between the years 2010 and 2015 [9]. By 2016, more than
10 exabytes of traffic per month will be circulating across
cellular networks and more than 4 billion 3GPP wireless
subscriptions will be operating in the network [10]. With
these forecasts in mind, it becomes critical to provide
not only very high broadband capacity, but also efficient
support for a variety of traffic types, flexible and cost-
efficient deployments, energy efficient communications
strategies, robust systems against emergencies, and a
balance between backward compatibility and future
enhancements.

To progressively tackle these challenging requirements,
3GPP has been organizing its work based on releases [10].1
Fig. 1 shows a roadmap of all releases spanning LTE-
Advanced and the main technologies that were devel-
oped in each of them. Rel-10 started early in 2010
and was functionally frozen in March 2011 after its ap-
proval by the ITU for having met all the requirements for
IMT-Advanced. Technologies introduced during that re-
lease include carrier aggregation for transmissions in sev-
eral frequency bands, enhanced multiple input-multiple
output (MIMO) techniques, relays, and self-organizing
networks (SON). Then, Rel-11 was started and further
enhancements were included to the basic LTE-Advanced
technologies developed for Rel-10. The major contribution
during Rel-11 was cooperative multipoint transmission
and reception (CoMP), which allows different cells to coop-
erate for serving users. In addition, several important en-
hancements were introduced for heterogeneous networks
(HetNets) such as enhanced inter-cell interference cancel-
lation (eICIC) and mobility management enhancements.
After the recent completion of Rel-11, the standardization
work has started focusing on Rel-12 LTE-Advanced with a
preliminary calendar that lasts through 2013 until its pre-
dicted freezing in September 2014. For Rel-12, further en-
hancements and new technologies are being proposed at
the 3GPPmeetings [11,12]. Although no actual conclusions
have been drawn yet, there is a clear view on which key

1 Note that although on this articlewe focus on LTE-Advanced, a release
contains enhancements for all past and present 3GPP systems.
technologieswill be addressed in Rel-12, as shown in Fig. 1.
Enhancements to CoMP (inter-site CoMP), carrier aggrega-
tion (multi-stream carrier aggregation), and MIMO (Full-
Dimension MIMO) are key items in the agenda of 3GPP.
Moreover, radically new technologies will also be intro-
duced: Machine-Type Communication (MTC) will enable
machines to interact among themselves as part of a large
network, and Device-to-device (D2D) communication will
allowmobile users to interact with each other without the
need to go through the network.

Depending on the progress in Rel-12, future releases
will start earlier or later in 2014. Rel-13 is expected to
further enhance LTE-Advanced technologies while Rel-
14 and Rel-15 could potentially define a new access
technology [13]. As of today, these technologies comprise
what is generally known as Beyond 4G (B4G). Although
no clear definition for B4G has been stated to date, it is
understood that the evolution to B4Gwill be characterized
by the advanced technologies of Rel-12 and beyond, paving
the way to much higher performance. In addition, higher
frequency bands are expected to be used in B4G systems.
In a shorter term, these may include the bands between
3 and 5 GHz while in the long-term even bands up to
60 GHz. Bands at these frequencies are characterized by
higher path loss, thus leading to systemswith base stations
of much smaller coverage areas. However, these are still
only rough ideas on the possible directions. Nowadays, we
can talk about an evolution towards B4G but not about the
precise definition of B4G itself.

This survey paper contains a comprehensive overview
of all the main key technologies that play an important
role in the different releases spanned by LTE-Advanced
so far. It also includes new concepts currently under
discussion at 3GPP and research challenges that will pave
the way towards B4G. The remainder of this paper is
organized as follows. First, the core technologies of Rel-
10 and Rel-11 are described. Section 2 presents carrier
aggregation. Enhanced MIMO techniques are shown in
Section 3 followed by CoMP in Section 4. Fundamentals
of relays, HetNets and SON are explained in Sections 5–7,
respectively. Then, further key technologies of Rel-12 and
B4G are introduced. Section 8 presents MTC and Section 9
does the samewithD2D. Finally, the conclusions are drawn
in Section 10.

2. Carrier aggregation

One of the most effective methods to improve the
network performance is to increase the amount of uti-
lized bandwidth. Therefore, in order to meet the re-
quirements of IMT-Advanced as well as those of 3GPP
operators, LTE-Advanced considers the use of bandwidths
of up to 100 MHz in several frequency bands. These
bands are set by the ITU for IMT, and include the follow-
ing [14]: 450–470,2 698–960,3 1710–2025 MHz (see foot-
note 2), 2110–2200MHz (see footnote 2), 2300–2400MHz
(see footnote 2), 2500–2690 MHz (see footnote 2),

2 To be used globally for IMT systems.
3 To be used in specific countries.
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Fig. 1. Releases roadmap.
3400–3600 MHz (see footnote 3). Supporting several fre-
quency bands increases the flexibility of LTE-Advanced.
However, it also leads to fragmentation, where different
countries utilize different frequency bands to serve users.
As a consequence, a user equipment (UE) that works in one
country or region may not work in another. This can be
tackled from a technical point of view by designing devices
that support multiple frequency bands. Nevertheless, this
has the drawback of increasing the cost of devices. Regard-
less of the issues, LTE-Advanced tries to exploit as much
as possible the flexibility of supporting multiple frequency
bands through the use of carrier aggregation.

Carrier aggregation (CA) consists of grouping several
‘‘component carriers’’ (CC) to achieve wider transmission
bandwidths. An LTE-Advanced device can aggregate up
to five CCs, each of up to 20 MHz. With the largest
configuration, this implies a total bandwidth of 100 MHz.
To support backward compatibility with LTE devices, CCs
shall be configured as a typical LTE carrier. Therefore, any
of the CCs used for CA should also be accessible to LTE UEs.
Nevertheless, mechanisms, such as barring [15], already
exist in order to prevent LTE UEs from camping on specific
CCs. Thisway, operators have the flexibility of adjusting the
characteristics of the CCs to support a mixture of LTE and
LTE-Advanced devices.

LTE-Advanced supports three schemes of carrier aggre-
gation. The basic scheme of CA occurs when contiguous
CCs are aggregated, as shown in Fig. 2. It depicts the aggre-
gation of five CCs of different bandwidths, where the two
rightmost are used exclusively by LTE-Advanced devices
and the rest are shared among LTE and LTE-Advanced de-
vices. While this scenario is the easiest to implement from
a technical point of view, operators do not always have
enough contiguous spectrum to perform this type of de-
ployment.

Therefore, non-contiguous CA is also supported. In this
case, the CCs may belong to the same or to different
spectrum bands, also called intra-band CA and inter-band
CA, respectively. These two scenarios are depicted in Figs. 3
and 4. These two types of CA are extremely useful to
operators that have fragmented spectrum along multiple
Fig. 2. Intra-band contiguous carrier aggregation.

Fig. 3. Intra-band non-contiguous carrier aggregation.

frequency bands, since they can effectively reuse their
spectrum fragments to provide improved service to their
users.

In these three cases, CA can be used for both FDD
and TDD systems, with some minor constraints. While
the aggregation of CCs that work in TDD implies that
the number of uplink and downlink CCs is the same, the
aggregation of those that work in FDD allows the use of
a different number of CCs for uplink and downlink. The
rationale behind this is that users mostly consume rather
than produce data. Therefore, most of the time downlink
traffic is greater than uplink traffic. The only restriction
established by LTE-Advanced is that the number of CCs
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Fig. 4. Inter-band non-contiguous carrier aggregation.

used for downlink must be no less than the number of CCs
used for uplink.

Efforts to support CA can be separated into two
categories. The first one is the ‘‘commonpart’’, and involves
all the aspects that are independent of the frequency bands
that are utilized for CA. We will discuss the most relevant
aspects later on in this section. The second one is the
‘‘specific band combination part’’, and involves addressing
the issues associatedwith the specific operating bands that
are used for CA.

3GPP defined more than 40 operating bands for LTE
and LTE-Advanced [16]. Exploring all possibilities of CA
within these 40 operating bands implies a huge number
of options. Therefore, 3GPP has focused its efforts on a
subset of all possible combinations. Up to Rel-11, 3GPP had
studied the use of five (5) bands for contiguous CA [17],
and the use of twenty (20) band combinations for inter-
band CA [18], leaving intra-band contiguous CA for Rel-12.
Within Rel-12, 3GPP is studying three (3) additional bands
for intra-band contiguous CA, four (4) bands for intra-band
non-contiguous CA, and eleven (11) additional bands for
inter-band CA [19], showing its commitment to enabling
CA support in as many regions as possible.

2.1. Benefits of CA

In addition to supporting wider bandwidths, carrier
aggregation also provides the following benefits:

• Inter-cell interference mitigation.
• Handover improvement.
• Energy savings.
• Load-balancing.

First, CA is an efficient tool for avoiding inter-cell
interference. Consider CCs configured to have different
cell sizes and coverage areas, as shown in Fig. 5. In
this scenario, there are two base stations, also called
enhanced NodeBs (eNBs) in 3GPP terms. The eNBs have
overlapping coverage areas. However, the overlap occurs
with different CCs. Therefore, continuous coverage can be
provided with reduced inter-cell interference, which is
especially important at the cell edge.

Second, CA improves handover performance. In the
same scenario of Fig. 5, consider an UE initially served
through CC1 and CC2, and moving from eNB1 to eNB2. As
theUE approaches the cell-edge of eNB1, it loses eNB1s CC1
coverage but maintains eNB1s CC2 coverage. Shortly after,
it can connect to eNB2s CC1. Once it completely abandons
Fig. 5. Benefits of carrier aggregation.

eNB1s total coverage area, the user can also connect to
eNB2s CC2. Therefore, a smooth handover among the eNBs
is achieved with no service interruption.

Third, energy savings and load balancing can also be
achieved through carrier aggregation. Consider Fig. 5.
During the periods of low load, CCs can be turned off in
order to save energy in the radio access network (RAN).
Although simple, this is an extremely powerful solution
since more than 70% of the energy in a cellular network
is consumed by the RAN. Similarly, if a UE is served by any
two CCs, and the traffic in one of the CCs becomes too high,
the UE can be reconfigured to use a third CC instead of the
overloaded one, to balance the load across the CCs.

In order to support carrier aggregation, 3GPP intro-
ducedmodifications to the LTE protocol stack ranging from
information elements modifications to functionality mod-
ifications [20]. The major modifications will be described
below.

2.2. Protocol stack

To enable the support of carrier aggregation, certain
modificationswere introduced to the radio access protocol
stack, as shown in Fig. 6. On the one hand, the packet data
convergence protocol (PDCP) [21] and the radio link con-
trol (RLC) protocol [22] required no modifications. On the
other hand, the radio resource control (RRC) protocol [23],
medium access control (MAC) protocol [24] and physical
layer (PHY) protocol [25]weremodified. At the RRC level, a
single connection ismaintained independently of the num-
ber of CCs used by a UE. The CC that is used for establish-
ing the RRC connection is called the Primary Cell (PCell).
It provides Non-Access-Stratum (NAS) [26] mobility infor-
mation, as well as security input. If the UE supports mul-
tiple CCs, then additional Secondary Cells (SCells) can be
added to the user’s set of serving cells. The addition and
removal of SCells is performed through new procedures at
the RRC level. One important aspect is that the PCell and
SCell of different UEs need not be the same, i.e. the SCell of
one UE may be the PCell of another UE.

At the MAC layer a single hybrid-ARQ entity is intro-
duced per CC, and one transport block is sent per transmis-
sion time interval (TTI) fromeach serving cell (when spatial
multiplexing is not being used). From the point of view
of scheduling, which is also part of the MAC layer, both
same-carrier and cross-carrier scheduling are supported.
The first corresponds to the scheme used for LTE. The sec-
ond allows an eNB to use a particular CC to assign resources
contained in a different CC.

However, there are certain restrictions. First, the PCell
is the only one that schedules the PCell’s resources. It
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Fig. 6. Radio access protocol stack modifications to support carrier
aggregation.

does so through the Physical Downlink Control Channel
(PDCCH), at the PHY. Second, cross-carrier scheduling only
applies when the PDCCH of a SCell is not configured. Cross-
carrier scheduling is especially beneficial when the SCell’s
bandwidth is small, orwhen the PDCCH froma SCell cannot
be reliably received.

Multiple timing advance was also introduced to im-
prove the performance of CA. With multiple timing ad-
vance, UEs are able to independently advance or delay their
transmission to each CC in order to compensate for the
propagation delay. The concept of timing advance group
(TAG) was introduced to refer to a group of CCs with the
same timing advance. Therefore, if different CCs belong to
different TAGs, then each one will have its own timing ad-
vance.

2.3. Research challenges

Carrier aggregation is an active research area, both in
industry and in academia. The main issues are related to:
the design of efficient transceiver architectures, managing
all the available carriers to provide enhanced service to the
users, and introduction of new carrier types.

2.3.1. New carrier types
One of themost important items under study for Rel-12

is the introduction of new carrier types (NCT) [27].
The main characteristic of the NCT is that the legacy

control signaling and cell-specific reference signals (CRS)
will be reduced (or even eliminated) in order to tackle
limitations in legacy carriers. First, in legacy carriers,
cell-specific reference signals are always transmitted,
independently of the actual load in the cell. Therefore,
the base station consumes energy and causes interference
to other cells even when there is no load. In addition,
the first symbols of each subframe contain a reserved set
of resources that are used for legacy control channels.
These resources cannot be utilized for data, even when
no legacy control channels are present (e.g. in the
case of cross-carrier scheduling). These limitations have
motivated the introduction of NCT, especially for high-
density heterogeneous networks.
In order to support a gradual introduction of NCT, two
deployment scenarios are being considered. In the first
scenario, the NCT acts as a SCell and is synchronized
in time and frequency with a legacy carrier that would
act as PCell. Work in Rel-12 has focused on defining the
procedures to achieve this synchronization as well as the
reception of PDSCH for both adjacent and non-adjacent
NCT (with respect to the legacy carrier). For this scenario,
extensivework has been done in defining the transmission
modes that will be supported [28], while trying to keep
compatibility with the enhancements that are also being
introduced for MIMO and CoMP. In the second scenario,
the focus is to have an NCT that is able to work in a
stand-alonemode,with special attention to enhancements
for small cell scenarios. Being stand-alone, these NCT will
need to transmit either the Rel-8 PSS/SSS [29], or a new
set of signaling and reference signals. Independently of
the scenario, NCT is expected to be beneficial in low
and medium loads due to the scalability of the signaling
and reference signals in higher loads [30]. Therefore,
for scenarios experiencing load variations from low to
high, dynamically changing the carrier configuration from
legacy to NCT may be required. Schemes that efficiently
manage these transitions are needed.

2.3.2. Resource management
By introducing carrier aggregation, the decision on how

to use the component carriers immediately follows [31].
In general, the network has to enable/disable the use of a
subset of CCs in a subset of all the eNBs in the network [32].
This decision will be based on the different objectives that
the network operator wants to achieve in a specific area.
These objectives may include: improve the robustness of
mobility procedures [33], coverage, capacity [34], and load
balancing [35]; reduce energy consumption [36], as well as
inter-cell interference.

These objectives also face certain constraints. For
example, the QoS requirements (e.g. jitter, bit rate, delay)
of the UEs should be satisfiedwhile taking into account the
capabilities of each UE and eNB (e.g. type of CA supported,
MIMO capabilities [37–39], maximum power). However,
the said objectives enter into conflict with each other
most of the time. Therefore, designing techniques and
algorithms that allow the operators to meet the specific
requirements and resolve the aforementioned conflicts is
a challenge in need of novel solutions.

2.3.3. Multi-stream aggregation
The initial scope of carrier aggregation was to enable

a single eNB to serve its users utilizing two or more CCs.
However, cellular networks have been evolving to become
heterogeneous, where several small cells are deployed
within the coverage region of the larger macrocell, as
shown in Fig. 7. In this type of scenario, it is envisioned that
an LTE-Advanced device will be capable of aggregating CCs
belonging to the small cells and the macrocell. However,
this scheme requires increased coordination between the
small cells and the macrocell in order to avoid inter-cell
interference.

As a further evolution of themulti-stream concept (also
called multiflow), it is also being studied to support CA not
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Fig. 7. Multistream CA.

Fig. 8. Network sharing.

only among LTE and LTE-Advanced eNBs working in TDD
and FDD [40], but also across base stations belonging to
other technologies. This will provide significant improve-
ment in the network, specially when there is an unbalance
in the utilization of the radio access technologies (RATs).
However, this technique must be carefully utilized since it
also increases the amount of energy consumed by the UE,
the amount of signaling in the air interface and the core
network, and requires the introduction of new data aggre-
gation entities common to the multiple RATs.

2.3.4. Network sharing
Within the context of 3GPP, the concept of network

sharing allows multiple operators to share not only their
equipments but also the RF frequencies that each one
owns [41]. However, this type of cooperation occurs on
a per-site basis. The natural evolution of CA is to allow
operators to share their CCs in order to support cross-
operator multi-stream CA. The first benefit of this scenario
is that users belonging to these operators will have access
to significantly higher bandwidths; therefore, higher ca-
pacity and coverage. A second advantage appears in allow-
ing intra-band CA in scenarios where it was previously not
possible. For example, consider the frequency allocation
shown in Fig. 8 for three operators. In this scenario, each
operator has access to two CCs belonging to two different
spectrum bands; therefore, they can only support inter-
band CA. However, through multi-operator multi-stream
carrier aggregation, theywould be able to support contigu-
ous and non-contiguous intra-band CA. Schemes that facil-
itate this type of sharing dynamically in time and space are
required in order to make these scenarios feasible.

2.3.5. Wideband transceivers
In order to support carrier aggregation, transceiver

architectures must be designed in order to balance cost,
energy consumption, and performance. On one extreme
lies the option of processing all the frequency bands by
using a single RF chain. On the other extreme lies the option
of using a separate RF chain for each frequency band.

The first option is the simplest in terms of the number
of hardware components. Therefore, it is expected to
have a lower cost compared to the second option, as
well as reduced energy consumption. However, it can
only be used to support contiguous CA. On the other
hand, the second option requires the greatest number of
hardware components. Intuitively, this implies higher cost
and energy consumption. However, it can be used for
contiguous CA as well as intra-band and inter-band non-
contiguous CA [42].

Solutions that balance these two approaches are still
needed [16]. At the base station, one of the promising
solutions for CA and future modifications to the standard
is the use of software-defined radios (SDR). SDRs provide
a hardware platform whose functionality can be changed
by means of software updates. As such, changing a BS
from supporting two-carrier contiguous CA to five-carrier
non-contiguous CA may become as straightforward as
doing a software update to the operating system of the
eNB. Several open-source and closed-source projects have
already embraced the SDR approach for eNB development,
both for academia as well as industry [43–45].

2.3.6. Carrier aggregation enhancements
As was mentioned in Section 2.2, most of the modifi-

cations introduced to support CA were done at the MAC
layer. Therefore, several procedures are still executed on a
per CC basis. As such, suboptimal performance is achieved
compared to a configuration where the procedures are
done jointly across all CCs. For example, the use of CA
increases the peak-to-average power ratio (PAPR), which
has a significant impact in the power efficiency of the
power amplifier, specially at the UE. Techniques such as
codeworking mixing across CCs [46] and partial selec-
tive mapping (PSLM) [47] have been proposed to reduce
the PAPR by exploiting cross-CC approaches. Similarly, en-
hancements for MIMO [38], precoding [48], rate match-
ing [49] and discontinuous reception (DRX) [50] are being
studied from a cross-CC point of view.

2.3.7. New frequency bands
In addition to the aforementioned research challenges,

the evolution of Carrier Aggregation depends on the
availability of more spectrum that can be aggregated.
Two approaches are possible to acquire such spectrum:
exclusive access and shared access. The exclusive access
is the licensing approach typically followed by operators
who become the sole users of a particular spectrum
band. The shared access, also known as Authorized Shared
Access (ASA) [51] or Licensed Shared Access (LSA) [52],
allows an operator to utilize spectrum that has already
being licensed to another incumbent user, but is being
underutilized in certain areas and times. For example, in
USA the 3.5GHzband is used for theNaval radar. Therefore,
such spectrum is expected to be heavily used near
coastal areas, but not in other ones. Under ASA/LSA, the
Coast Guard could establish an agreement with multiple
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operators allowing them to use the 3.5 GHz band in
non-coastal areas. In the near future, ASA/LSA will allow
operators to have access to highly-desired frequency bands
without requiring incumbent users to relinquish their
spectrum licenses and vacating the spectrum.

Regardless of the method to gain access to new
spectrum bands, it is expected that in the short-term the
band between 3 and 5 GHzwill be utilized, and in the long-
term even bands up to 60 GHz. Bands at these frequency
are characterized by higher path loss, leading to smaller
coverage areas. Therefore, the number of base stations
working under the macrocell can be significantly larger
than in any existing deployment, challenging current
mechanisms of coordination among base stations.

For these new bands, it is being studied whether new
radio interfaces would be more appropriate as well as new
network architectures.

3. Enhanced MIMO

The use of multiple antennas both at the transmitter
and the receiver is known as Multiple Input-Multiple
Output (MIMO) and has become an essential technology
for every current or future wireless system attempting to
achieve very high data rates. Although MIMO techniques
were already introduced in LTE systems [53], significant
work has been carried out in the past years to boost
the potential gains of this set of techniques for LTE-
Advanced in Rel-10, Rel-11 and Rel-12 [54–56]. Therefore,
the name of enhancedMIMOwas selected for the set of LTE-
Advanced techniques. After providing a brief introduction
to the basic MIMO modes of operation, this section of
the paper presents the major novelties in LTE-Advanced
over past systems, highlighting both accomplishments
and challenges. Furthermore, future MIMO techniques
currently under investigation for their consideration in
Rel-12 are also discussed.

3.1. Basic modes of operation

Different approaches can be followed for benefiting
from the advantages of a MIMO transmission depending
on the performance metric to be maximized. In LTE, four
basic modes of operation were introduced, namely spatial
diversity, spatial multiplexing, beamforming, and spatial
division multiple access (SDMA). The first three comprise
the set of Single-User MIMO (SU-MIMO) techniques since
the antennas are utilized for serving a single user. SDMA
is the basic approach for Multi-User MIMO (MU-MIMO),
where several users are served on the same frequency
and time resources. Fig. 9 shows all these four modes of
operation in a simplified scheme.

Rel-8 and Rel-9 LTE allow for a maximum of 4 × 4
configuration in the downlink and 2 × 2 in the uplink. A
brief description of each of the basic modes of operation in
the context of LTE is provided as follows.

• Spatial diversity: Multiple antennas can be utilized as a
means of improving the reliability of the transmission.
To this end, multiple antennas at the transmitter
transmit precoded versions of the same data stream,
while multiple antennas at the receiver in diversity
Fig. 9. MIMO basic modes of operation.

mode may perform different types of signal combining
approaches to improve the received SINR. Diversity
approaches supported in Rel-9 LTE include space-
frequency block coding (SFBC) and frequency shift time
diversity (FSTD).

• Spatial multiplexing: The user throughput can be
increased via MIMO communication by simultaneously
transmitting several data streams (also called layers).
This is known as spatial multiplexing and requires
precoding at the transmitter to orthogonalize the
streams. Rel-8 LTE supports codebook-based precoding,
where an indicator called PrecodingMatrix Index (PMI)
is fed back by the user for the eNB to select the
appropriate precoding matrix. Both the basic spatial
diversity and multiplexing modes described above rely
on cell-specific reference signals used for both channel
estimation and demodulation. In addition, the mode
of dual-layer beamforming was introduced in Rel-
9 LTE as a combination of spatial multiplexing and
beamforming. It requires UE-specific reference signals
which allow the utilization of precoding weights that
are not restricted to a codebook, as reference signals are
pre-coded together with the data.

• Beamforming: The directivity of the transmission can
be improved by applying beamforming techniques to
the array of antennas, thus properly reaching users at
the edge of the coverage area. Despite utilizing several
transmitting antennas, the rank (number of layers) of
the transmission can be adapted down to a single layer
thus transforming the codebookmatrix into a codebook
vector. Both codebook-based and non-codebook-based
beamforming techniques are supported in Rel-8, and up
to two beamformed layers can be transmitted in Rel-9,
as explained above.

• Spatial division multiple access (MU-MIMO): The overall
system capacity of the network can be greatly increased
if several users can be co-scheduled on the same
frequency and time resources. This is the objective of
the basic form of MU-MIMO supported in Rel-8 and
Rel-9 LTE based on codebook precoding. However, this
restricted approach does not have enough flexibility to
cancel intra-cell interference.
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3.2. MIMO features in Rel-10/Rel-11 LTE-Advanced

Most of the major enhancements over LTE MIMO
were introduced in Rel-10, although during Rel-11 some
further refinements were made. The maximum antenna
configuration is increased to 8 × 8 for the downlink
and 4 × 4 for the uplink. In addition, an important
novel feature is the introduction of a dynamic framework
for SU-MIMO/MU-MIMO switching at the eNB, where
the mode of operation for each user can be adapted
transparently to higher layers in a fast timescale. This
feature is important to optimize system performance since
the MIMO channel and the UE’s SINR conditions, as well
as the traffic demands, may vary from one subframe to
another. Furthermore, although improved techniques in
terms of advanced beamforming and precoding for both
SU-MIMO and MU-MIMO have been introduced, the latter
mode has been given preference since it is considered to be
a key capacity-enabling feature to meet spectral efficiency
targets in LTE-Advanced systems. These new features have
implications on different system aspects, such as reference
signals, feedback design, or precoding codebooks.

3.2.1. Downlink
No major contribution in Rel-10/Rel-11 LTE-Advanced

has been introduced to support of SU-MIMO spatial
diversity because the expected performance gains of an 8×

8diversity setup ismarginal. Nevertheless, previous spatial
diversity methods for a smaller set of antennas can be
still applied by using the so-called antenna virtualization
method [55]. This technique allows precoding of the
physical array in such a way that the user perceives a
transmit array of antennas of smaller size. On the other
hand, expanded SU-MIMO spatial multiplexing to up to
eight transmission layers has been introduced to increase
spectral efficiency and data rates, mainly targeting users
around the center of the cell. Extensive and flexible non-
codebook-based precoding for multilayer transmission is
a key feature, along with MIMO feedback based on PMI,
Channel Quality Indicator (CQI), and Rank Indicator (RI).

A critical issue to enable enhanced MIMO techniques
in the downlink is the design of suitable reference signals
that minimize the overhead while allowing advanced
multilayer beamforming techniques. For this reason,
reference signals supporting channel estimation have
been separated from those supporting demodulation, as
Fig. 10 shows. There are two sets of reference signals:
Channel state information (CSI-RS) and UE-specific for
demodulation (DM-RS). The first set is cell-specific, sparse
in frequency and time, and allows flexible configurations
of multicell reference signal measurements via a common
base pattern to avoid mutual CSI-RS collision. Fig. 10(a)
shows the example of multicell four antenna port pattern.
The DM-RS set, which is precoded with the same weights
as data, has a higher resolution needed for demodulation
but is only sent when data is transmitted on the
corresponding layer. Up to eight layers can be supported,
and those are multiplexed both in frequency and code.
Fig. 10(b) shows an example of a 4-port pattern, where
the combination of Code Division Multiplexing (CDM) and
Frequency Division Multiplexing (FDM) is pointed out.
MU-MIMO greatly benefits from the increased number
of antennas and the introduction of DM-RS based precod-
ing. This is particularly true for high rank transmissionwith
scattered users’ locations since SU-MIMO performance is
limited by antenna design constraints at the terminal.
Multi-user interference cancellation via advanced beam-
forming techniques is a critical issue for the design of MU-
MIMO. It is well known that Dirty Paper Coding (DPC) [57]
offers optimal performance but its high complexity pre-
vents it from being an option in real systems. Other pro-
posed techniques formulti-user interferenceminimization
are the following: (i) Zero Forcing (ZF), which can easily be
implemented in practice by choosing the weight vectors
as the pseudo-inverse of the composite channel matrix of
the users to avoid interference among user streams [58],
(ii) Maximum Signal-to-Leakage Ratio (SLR), an approach
to design the beamforming vectors that does not impose
a restriction on the number of available transmit anten-
nas [59], and (iii) Block Diagonalization (BD), where every
user’s precoding matrix is restricted to be in the null space
of all other users’ channels [60]. However, further research
with realistic CSI assumptions at the transmitter are still
required.

3.2.2. Uplink
In the uplink, a maximum configuration of 4 × 4 is

supported in Rel-10/Rel-11 to achieve spectral efficiency
targets. For the control channel, transmit diversity is sup-
ported. For the data channel, spatial multiplexing of up
to four layers (i.e., four data streams) is supported. The
precoder to be utilized is selected at the eNB and noti-
fied to the terminal. However, the precoding codebooks
are somewhat different from the downlink since a criti-
cal element in their design is the cubic metric (CM). The
CM is a similar metric to the peak-to-average-power-ratio
(PAPR) in the sense that it measures the signal fluctuations
around the average value, but it also accounts for adjacent
channel interference. In order to avoid signal distortion,
the power amplifier at the UE needs to operate far from
the saturation point, and therefore the CM should be pre-
served. Unfortunately, this design constraint comes at the
expense of precoding gain. Reference signals are also sep-
arated in terms of their purpose: Sounding reference sig-
nals (S-RS) are employed for channel estimation purposes
while demodulation reference signals (DM-RS) are used for
data demodulation. Finally, an advanced MIMO receiver
must be capable of eliminating both inter-symbol inter-
ference (ISI) and inter-layer interference for spatial multi-
plexing. Receiver options include minimum mean square
estimation (MMSE), successive interference cancellation
(SIC), and turbo equalizers [56].

3.3. Full-dimension MIMO for Rel-12 LTE-Advanced

New promising MIMO technologies have been iden-
tified in 3GPP for Rel-12 LTE-Advanced and beyond to
provide significant network capacity enhancements. A
promising concept currently under investigation is Full Di-
mensionMIMO (FD-MIMO),where a large two-dimensional
array of transmit antenna ports (16, 32, or 64) at the
eNB makes use of the so-called active antenna system
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(a) Multicell 4-port CSI-RS pattern. (b) Multilayer 4-port DM-RS pattern.

Fig. 10. Reference signals.
(AAS) technology to provide accurate 3D beamforming to
targeted users [61,62]. Full Dimension MIMO allows the
transmission beams to be steered by the eNBs in both
the azimuth and elevation dimensions, which introduces a
higher degree of flexibility than traditional beamforming.

At the core of FD-MIMO lies the AAS. The main idea
is to integrate the active transceiver component and the
passive antenna array into just one radome [63]. Key
benefits include the reduction of cable loss between the
RF components and the antenna, reduced site costs of
both maintenance and rental, and improved beamforming
capabilities in the azimuth and elevation planes for a
full utilization of the spatial domain. Rel-10 and Rel-
11 MIMO techniques were designed to support antenna
configurations at the eNB that are capable of adaptation in
azimuth only, which prevents the beams from accurately
focusing on the targeted users. Allowing the AAS to
have additional control over the elevation dimension
enables the eNB to direct beams in different horizontal
and vertical directions, thus improving the accuracy of
the beams directivity while allowing beams for different
operations, dedicated tilts, frequency bands, network
standards and link directions. Therefore, a variety of new
strategies may be enabled. Examples are sector-specific
elevation beamforming, advanced sectorization in the
vertical domain, and user-specific elevation beamforming.

In addition, 3D beamforming based on AAS is an
efficient way to expand capacity and boost coverage.
While traditionally beamformed users located far from
the main beam may suffer transmission loss in the
vertical domain, 3D beamforming is able to steer the
beam in both horizontal and vertical domains for a clear
propagation path to the targeted user. Energy can be
also saved by focusing the transmission power. Both MU-
MIMO and cooperative transmissions can benefit from this
technology as well. More accurate nulling of multi-user
interference can be performed and cooperative beams can
be steered by different eNBs to put the targeted users in the
spotlight-paths of multiple beams.

Fig. 11 shows a sample scenario for the FD-MIMO con-
cept. Three different potential uses of FD-MIMOare shown:
First, a smoother experience of users benefiting from eNB
cooperation can be achieved with well-focused 3D beam-
forming. Second, users at the same horizontal position in
the cell but different vertical positions are simultaneously
served by means of vertical beam adaptation. Third, verti-
cal coverage is extended in scenarios such as tall buildings
in dense urban areas.

Multiple research challenges need to be tackled before
FD-MIMO technology becomes applicable. An overview of
those along with other MIMO challenges for performance
enhancement is provided in Section 3.4.

3.4. Research challenges

Although MIMO is a well studied communication
technique, new research challenges keep arising as the
technology moves forward. In this section, we provide
an overview of the most relevant current research issues
for the case of next generation cellular communications.
In particular, we focus on massive MIMO, 3D channel
modeling, and feedback enhancements, reference signals
and codebook design issues.

3.4.1. Massive MIMO
A current topic of interest in communications is the

use of massive MIMO, also known as very large MIMO,
where systems make use of antenna arrays with a large
number of antenna elements. Although sometimes arrays
of more than 64 antenna elements are already considered
examples of massive MIMO, it is usually assumed that
the number of elements is at least an order of magnitude
higher than in systems built today, i.e., 100 or more. These
large arrays can accommodate a large number of users,
reduce interference, and greatly improve cell edge users’
performance and coverage [64]. In addition, they have the
potential of radically reducing the amount of transmission
power and achieve better performance under the same
regulatory power constraints [65].

Nevertheless, massive MIMO systems introduce new
challenges that are currently being investigated and
require further research. In the first place, the so-called
pilot contamination problem has been assessed as the
ultimate performance-limiting factor in massive MIMO
cellular system [66]. This interference effect appears in
multicell scenarios with non-orthogonal pilots in different
cells, since channel estimates carried out in a given cell
will be impaired by pilots transmitted in other cells.
When the number of antennas increases without bounds,
uncorrelated noise and fast fading vanish, hence causing
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Fig. 11. Full-dimension MIMO concept.
the pilot contamination to appear as themain fundamental
challenge of very large MIMO system design [67]. In
addition, the complexity of the massive MIMO detector
is also a relevant challenge, since the symbol search
space is huge. For the particular case of MU-MIMO
where the number of single-antenna users and base
station antennas are about the same but large, the uplink
detection problem becomes extremely challenging as
the complexity becomes exponential with the number
of users [65]. Finally, MIMO arrays have the ability
to perform very narrow beamforming, thus opening
the door for compensation of path loss in very high
frequencies. However, this type of beams are problematic
for cellular users since, due to the narrowness of the beams,
they cannot easily track users when these are moving.
Hence, mobility solutions for users under very narrow
beamforming are needed.

3.4.2. Three-dimensional (3D) channel modeling
Most of the research on MIMO carried out so far

has focused on the simplified case of a two-dimensional
(2D) channel model. Alternatively, an assumption was
usually made stating that most of the channel paths are
concentrated on the 2D horizontal plane [68]. However,
when the incident power is rich in the elevation domain
or the antenna arrays are also vertically distributed the
former assumption does not hold. The latter case is
particularly important for massive MIMO arrays, where
it is needed to accommodate the antenna elements in
compact 2D arrays suitable for base stations with physical
space limitations. With such layout of the antennas, the
base station is capable of forming beams in the vertical
domain (also called 3D beamforming as explained in the
previous section). However, for those schemes to work
there is a need for accurate and reliable 3D channel models
that take into account both the azimuth and elevation
directions in the signal propagation path from a base
station to a user. So far, limited work has been carried
out in this respect [69]. 3GPP considered the 3D channel
modeling in the form of large-scale 3D sectorization
beam patterns, modeled by combining static azimuth and
elevation antenna patterns [70]. However, factors such as
the multipath fading characteristics in both the azimuth
and elevation dimensions must be included, and elevation
dimension statistics must be correlated with other large-
scale fading parameters.
3.4.3. Feedback enhancements, reference signals, and code-
book design

Critical aspects for the performance of any cellular
MIMO scheme are the channel information feedback, the
reference signals and the precoding codebooks. Further op-
timizations need to be achieved in the design of all these
three elements. For example, a better tradeoff solution for
the feedback accuracy versus the incurred overhead needs
to be found. Finer spatial-domain as well as frequency-
domain feedback granularities are required with support
for different antenna polarizations and configurations. Op-
timized feedback solutions for heterogeneous networks
are also missing, and uplink feedback channel enhance-
ments should be further explored. However, besides the
need for further optimized solutions, also the introduction
of FD-MIMOwill have an impact on the design of feedback
schemes, reference signals, and precoding codebooks. As
an example, support for some elevation beamforming ap-
proaches may require modifications to the design of CSI-
RS due to the 2D port structure of the transmitter. The
methodologies for UE’s CSI measurement and feedback
may also need to be revised. Furthermore, new codebooks
may have to be defined for the base station to support 2D
array structures.

4. Cooperative multipoint transmission and reception

A key tool to improve system efficiency, cell-edge
throughput and coverage of future 3GPP cellular networks
is coordinated multipoint transmission and reception
(CoMP) [5,71,72]. Although the concept started to be
discussed in Rel-10 LTE-Advanced, it was not included
in the specifications until Rel-11 due to initial high
complexity concerns. The main principle of CoMP is based
on the idea that UEs close to the cell-edge region can
benefit from the downlink cooperation of multiple cell
sites, thus transforming a problem of interference into an
opportunity for improved service. In an analogous way,
CoMP can be applied in the uplink in such a way that
multiple sites coordinate the reception of signals coming
from the UEs. As Sections 4.1 and 4.2 will show, different
schemes for cooperation exist that range from a simple
scheduling coordination to more complex joint signal
transmission.

Different CoMP architectures can be envisioned, de-
pending on whether the cooperation takes place intra-site
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(i.e., within the same eNB) or inter-site (i.e., among dif-
ferent eNBs). Intra-site CoMP was achievable in earlier re-
leases since communication takes place just within one
site and does not involve backhaul. Furthermore, the de-
ployments can be carried out in homogeneous or heteroge-
neous environments, implying that the cell can have same
or different coverage area sizes. According to these possible
architectures, 3GPP has considered the utilization of CoMP
in four different scenarios, as Fig. 12 depicts. Scenarios 1
and 4 have been included already in Rel-11while scenarios
2 and 3 are currently being developed within Rel-12 [10].
They are described as follows:
• Scenario 1: Intra-eNB CoMP in homogeneous deployment.

Coordination is performed within the several cells of
the same eNB in an homogeneous scenario consisting of
regular eNBs. No eNB interconnection links are needed
in this scenario.

• Scenario 2: Inter-eNB CoMP in homogeneous deployment.
The coordination area is extended to include other
macrocells managed from other sites. The base station
entities can be high-power remote radio heads (RRH)
managed by an eNB as depicted in Fig. 12 or full eNBs.
The decision is network implementation-specific. Low-
latency backhaul links are needed to interconnect the
sites and perform the coordination.

• Scenario 3: Inter-cell CoMP in heterogeneous deployment.
In this scenario, base stations of different transmis-
sion powers coexist interconnected with high-capacity
backhaul connection. A typical example of this hetero-
geneous deployment is a macrocell and several pic-
ocells deployed within the macrocell coverage area.
Different approaches exist for the implementation of
this scenario. Fig. 12 shows an example inwhich a single
eNB controls the low-power RRHs of picocells, but these
can be also implemented as separate eNBs and directly
cooperate among each other.

• Scenario 4: Distributed antenna system (DAS) with shared
cell ID. The same physical cell identifier is used in this
scenario for both macrocell and low-power RRHs, thus
effectively creating a DAS where mobility is greatly
simplified. However, high-capacity backhaul links are
still required to interconnect the sites.

4.1. Downlink CoMP techniques

In the downlink, cooperative communication tech-
niques have been introduced to improve the received
signal quality at the UE and reduce the co-channel inter-
ference [73]. Downlink CoMP transmission is carried out by
means of a set of eNBswhich coordinate among themselves
to transmit simultaneously to the same user or set of users.
Different approaches with different levels of coordination
exist. Their requirements in terms of measurements, sig-
naling, and backhaul are different. As usual, the highest
performance achieving schemes require the highest sys-
tem complexity. Fig. 13 shows the three main approaches
introduced in Rel-11,whichwill be further explained in the
rest of the section.

4.1.1. Coordinated scheduling/coordinated beamforming
In coordinated scheduling/coordinated beamforming

(CS/CB) mode, each UE is served by a single cell known
as the ‘‘anchor cell’’. However, scheduling decisions and
precoding at each eNB to achieve beamforming may be
coordinated among different eNBs to reduce inter-cell in-
terference and improve the sum throughput. As Fig. 13(a)
shows, this is accomplished by exchanging control infor-
mation through a dedicated backhaul connection (X2 in-
terface). An example of CS/CB is dynamic point blanking
(DPB), an approach that switches the transmitter on or off
depending onwhether the interference it causes to the sys-
tem is beneficial for the system performance or not. The
feedback design must be enhanced to give support for this
transmission strategy. Furthermore, although the sched-
uler at each eNB makes its decisions independently, addi-
tional information about other users’ channel conditions is
necessary in order to make more optimal decisions. Since
the amount of information that needs to be exchanged is
small, this approach is the most suitable one for non-ideal
backhaul links, i.e., when the backhaul link incurs a non-
negligible latency and its capacity is finite.

4.1.2. Dynamic point selection
Dynamic point selection (DPS), also called Dynamic Cell

Selection (DCS) or Transmission Point Selection (TPS), is a
scheme where the transmission to the intended UE only
takes place from one point at a time, as Fig. 13(b) shows.
This point must be drawn from the CoMP cooperating set
serving the sameUE. The switching is performed according
to the wireless resources availability and channel state in-
formation at most on a subframe-by-subframe basis, thus
the dynamic change in the transmission point that is trans-
parent to the UE. The related radio resource management,
packet scheduling, and common channels are tasks always
performed by the serving cell. The fact that no more than
one eNB transmits at the same time implies that there is
no need for the eNBs to have a tight phase synchroniza-
tion. Hence, DPS can be implementedwithmore relaxed RF
performance requirements. However, a fast backhaul link
among the transmitters is needed to share data and coor-
dinate the scheduling in realistic traffic conditions.

4.1.3. Joint transmission
Joint transmission (JT) refers to a CoMP mode of oper-

ation where data intended for a particular UE is simulta-
neously transmitted from multiple sites to coherently or
non-coherently improve the signal quality received in a
time–frequency resource, as shown in Fig. 13(c). The JT
scheme primarily considers that the transmission points
correspond to different cell sites and a cluster of base sta-
tions interconnected via a fast backhaul link must jointly
decide on the transmission scheme to the UE. In the co-
herent approach, the network must obtain channel state
information (CSI) from all the cooperating cell sites. The
phase and possible amplitudes of the transmitted signals
can be adjusted to the CSI in such a way that the receiver
is able to combine them coherently at symbol level. While
combining is an implementation issue, it affects the signal-
ing support design for the CoMP downlink. On the other
hand, for non-coherent transmission the network does not
have information concerning the relationship of the chan-
nels among the cooperating cells. Hence, the UE would
receive multiple transmissions individually and indepen-
dently precoded by each transmitter. A final interesting re-
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Fig. 12. CoMP scenarios considered within 3GPP.
(a) Coordinated scheduling/coordinated
beamforming.

(b) Dynamic point selection. (c) Joint transmission.

Fig. 13. Downlink CoMP approaches.
mark is the fact that a combination of DPS and JT is also
possible. This means that a set of coordinating sites can be
dynamically selected at each time instant.

4.2. Uplink CoMP techniques

The uplink CoMP scheme is aimed at increasing the cell-
edge user throughput in the uplink direction. It considers
the reception of the signal transmitted by UEs at multiple
and geographically separated points. These points are the
set of coordinating eNBs assigned to each UE. Generally
speaking, the terminal does not need to be aware of the
nodes that are receiving its signal and what processing
is carried out at these reception points. It is mostly an
implementation issue, so CoMP reception is expected to
have limited impact on the specifications, and no major
changes in the radio interference should be required. For
the previous reasons, the network is not constrained to
choose any particular uplink CoMP scheme. However, the
main two alternatives are coordinated scheduling (CS) and
joint reception (JR), as shown in Fig. 14.

4.2.1. Coordinated scheduling
In a similar way to downlink CS/CB, uplink coordinated

scheduling (CS) decisions for UE precoding and scheduling
are decided among a set of receiving sites to minimize
interference. In general, the load at the backhaul network
in CS is reduced as only CSI and resource allocation
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(a) Coordinated scheduling.

(b) Joint reception.

Fig. 14. Uplink CoMP approaches.

information needs to be shared among cooperating
receivers. Nevertheless, a combination of the received
signals should be performed for a coordinated reception
benefiting frommultiple receiving points. Fig. 14(a) shows
an example where uplink CS-based CoMP is applied to
avoid multi-user uplink interference. The backhaul link is
utilized to performMaximum Ratio Combining (MRC) and
increase the quality of the user’s received signal. Other
combining methods could also be applied.

4.2.2. Joint reception
Joint reception (JR) unavoidably requires the signals

received at different sites to be jointly processed to
produce the final output. Thismeans that the received data
needs to be exchanged via the backhaul link to eliminate
interference and improve performance. The amount of
exchanged information varies depending on the amount
of processing carried out at the receiving sites: more
processing before exchange usually implies less burden on
the backhaul. However, the CoMP gain is also reduced in
that case. Fig. 14(b) shows a sample scenario where JR is
being applied. Inter-site interference cancellation schemes
are applied, whereby two typical examples are minimum
mean square error (MMSE) and zero-forcing (ZF).

4.3. Research challenges

There is no doubt that CoMP will continue generating
attention, as new network paradigms such as heteroge-
neous networks keep demanding solutions for cooperation
strategies and interference cancellation with geographi-
cally distributed antennas [74–76]. Some of the most sig-
nificant issues that need to be tackled by the academic,
industrial and standardization communities are outlined in
the following.

4.3.1. Backhaul aspects
As stated above, one important backhaul-related issue

in 3GPP is to enable support for CoMP with non-ideal
backhaul connection. CoMP so far enables only very
close dynamic coordination between multiple network
nodes connected via very small latency backhaul links.
This imposes serious limitations to operators willing to
obtain performance benefits from CoMP operation but
whose networks are equipped with non-ideal backhaul.
Hence, support for non-ideal backhaul CoMP is needed
for future systems. Different approaches can be followed
to achieve this goal. Smart and more efficient backhaul
cooperation techniques are needed. Some schemes for
alleviating backhaul requirements have been proposed
in the literature. Serving only subsets of UEs with joint
transmission [77] or partitioning a cellular network into
small subsystems where these schemes can be applied
locally [78] are some examples. Furthermore, very efficient
protocols for high-speed backhaul communications aswell
as specific control and signaling in different scenarios are
also needed.

4.3.2. Channel information feedback
The issue of efficient channel information feedback

is particularly relevant in CoMP since the performance
of cooperation schemes such as JT heavily relies on
the accuracy of such information. Nevertheless, the
challenge resides in the limited uplink capacity to provide
such information. How to design efficient schemes that
do not occupy excessive resources while enabling the
performance boost of CoMP remains an active area of
research.

4.3.3. Reference signal design
The driver behind the need for novel reference signal

design for CoMP scenarios is the same one as for new
feedback schemes. Accurate CSI information required
among cooperating sites should be fed back by the UE in
the limited amount of available resources. The density of
the reference signal transmission is a significant parameter
adapted by 3GPP for these purposes. For multi-cell
transmission, requirements can be also set on additional
signal processing methods to separate the pilots from
different cells. Furthermore, the structure of the pilot
signals could be improved for better performance. In the
uplink, a joint channel estimation must be performed at
each antenna head of the base stations for all the users
being served, and this may not be an easy task if the
users are situated at different distances from the same base
station, i.e., the received signal levels vary significantly.
Improved uplink reference signals considering these
parameters need to be designed.

4.3.4. Other enhancements for Rel-12
Some important enhancements are being considered

to improve performance of CoMP schemes in Rel-12
LTE-Advanced [79]. It was mentioned above that two
out of the four proposed CoMP scenarios are currently
being investigated within Rel-12, namely the inter-eNB
CoMP in homogeneous deployment and inter-cell CoMP
in heterogeneous deployment. In addition, Rel-11 does
not address the support of a network interface for CoMP
involving multiple eNBs with non-ideal backhaul. Other
current efforts for CoMP are focusing on support for
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Fig. 15. Relay basic scheme.

multi-carrier CoMP where resources are coordinated and
aggregated both in the frequency and time domains.
Mobility management for CoMP scenarios is trying to
be simplified by coordinating multiple layers of network
nodes at different tiers. Moreover, enhanced feedback
mechanisms to better support downlink JT as well as
enhancing both power control and sounding reference
signals in the uplink are active fields of work. All
these enhancements pursue the achievement of uniform
user experience independently of its location within the
network.

5. Relays

Since Rel-10, LTE-Advanced introduced relays to im-
prove the performance of the network. The general idea is
shown in Fig. 15. A relay node (RN) receives and transfers
information wirelessly to a donor eNB (DeNB) through the
new Un interface. Also, the RN receives and transmits data
to UEs through the Uu interface, the same one already used
by UEs to communicate with eNBs. As such, a RN has both
eNB functionality (to serve UEs) and UE functionality (to
communicate with the DeNB).

5.1. Benefits

3GPP has identified the following benefits that can be
obtained by introducing relays [20]:

• Provide coverage in new areas: Relays can be deployed
in areas where the usual eNB backhaul solutions
(e.g. fiber, microwave links) are not available or are too
expensive. In addition, site acquisition should be less of
a problem for relays than for eNBs. In Fig. 16, this would
correspond to case (a) and (b), where there are areas
affected by strong shadowing effects.

• Temporary network deployments: Due to their easier de-
ployment, RNs can be deployed and removed signif-
icantly faster than eNBs. This makes RNs suitable for
temporary deployments.

• Cell-edge throughput: By deploying RNs near the cell-
edge, the throughput of cell-edge UEs can be improved.
This is depicted as case (c) in Fig. 16.

• Improved data rate: By deploying RNs in areas with
low signal levels, better signal quality can be provided
to surrounding UEs, increasing their achievable data
rate. This would correspond to case (d), where RNs
are deployed to serve underground areas; and case (e)
where RNs are used to improve signal strength in indoor
environments.

• Group mobility: In scenarios where several UEs move
in a group (e.g. UEs in a train), a co-located relay can
provide improve mobility performance for this group.
This scenario is depicted as case (f) in Fig. 16.
Fig. 16. Relay deployment scenarios.

In addition to the technical benefits provided by relays,
operators also see relays as a way to reduce their capital
and operational expenses. First, the cost of a relay by
itself should be less than the cost of an eNB. This is
in general true if we consider that relays should have
lower complexity than eNBs. Second, by not needing a
wired backhaul, deployments are faster than for eNBs;
therefore, less expensive. Third, by deploying the RNs in
appropriate locations, the total power needed to serve UEs
can be reduced. Therefore, the energy-related operational
expenses are lower.

5.2. Relay types

Within the research community relays have been
studied for a long time, giving rise to multiple types of
relaying schemes. However, introducing relays into LTE-
Advanced required a careful selection of the types of relays
to be used, as well as how they match the architecture.

The 3GPP architecture to support relays is depicted in
Fig. 15. The interface between the RN and the UE is the
same one used by the latter to communicate with eNBs,
i.e. the Uu interface. Therefore, for an LTE device, any
transmission coming from the RN looks like a transmission
coming from an eNB. Between the RN and the DeNB, a new
interface was defined to support RN-specific functionality,
which we will later discuss in Section 5.3.

Within this architecture, 3GPP initially considered two
main types of relay nodes [80], namely type 1 and type 2. A
type 1 RN is characterized by the following features:

• The backhaul link to the DeNB utilizes the same set of
resources as the ones used by the latter to communicate
with UEs. This is also called inband relaying.

• It controls cells. Each one has its own Physical ID,
synchronization channels, reference symbols, etc. From
the UEs’ perspective, these cells are different from the
ones of the DeNB.

• In single-cell operation, scheduling information, HARQ
feedback and control channels are exchanged directly
between UEs and RNs.

• For backward compatibility, it appears as a Rel-8 eNB to
Rel-8 UEs.

• For further performance enhancements, it may appear
differently to LTE-Advanced UEs.



I.F. Akyildiz et al. / Physical Communication 10 (2014) 31–60 45
As an inband relay, the backhaul and access links
transmissions interfere with each other. To avoid this
interference, a type 1 RN utilizes different time intervals
for each transmission; therefore, it is a half-duplex relay.
To avoid the reduced performance associated with half-
duplexing, 3GPP introduced two additional types of relays
closely related to the type 1 RN, namely type 1a and type
1b, differing from the type 1 only in the characteristics of
the backhaul. The backhaul of a type 1a operates out of
band. On the other hand, the backhaul of a type 1b operates
inband but with enough isolation between the backhaul
and access links as to mitigate their mutual interference.
Therefore, both type 1a and type 1b allow full-duplex
operation.

A type 2 [81] RN is characterized by being an inband
relay with the following properties:

• It does not create its own cells; therefore, it does not
have a separate Physical Cell ID (PCI).

• It is transparent to LTE UEs; i.e. LTE UEs are not aware
of the presence of a RN of type 2.

• It can transmit PDSCH, but does not transmit CRS nor
PDCCH.

Out of these types of relays, 3GPP selected type 1 and
type 1a to be standardized as part of LTE-Advanced [16].
Therefore, from now on we will focus our discussion on
these two types.

In type 1a relays there is no interference between
access and backhaul links. However, in type 1 relays,
resources must be shared between both links to avoid
interference. 3GPP has followed a general principle to deal
with this: uplink transmissions (RN-to-eNB and UE-to-
eNB) should be time multiplexed, as well as downlink
transmissions (eNB-to-RN and RN-to-UE). To achieve this
time multiplexing with minimal impact on the LTE frame
structure, it was decided that MBSFN (multicast/broadcast
single-frequency network) frames will be utilized in
the access link during the time periods where the RN
communicates with the DeNB.

Regarding the backhaul link itself, both TDD and FDD
configurations are supported. In the FDD case, eNB-to-
RN transmissions use the DL frequency bands, while
RN-to-eNB transmissions use the UL frequency bands.
In the TDD case, eNB-to-RN transmissions use the DL
subframes, while RN-to-eNB transmissions use the UL
subframes. To facilitate the resource assignment for the
backhaul, 3GPP added new control and data channels. The
new physical control channel (R-PDCCH) dynamically or
semi-persistently assigns resources for the new downlink
physical shared channel (R-PDSCH) and uplink physical
shared channel (R-PUSCH) backhaul data. The specific
subframes that can be utilized for these transmissions have
already been specified by 3GPP in [82], as well as the
procedures to transmit and receive through these new
channels.

5.3. Architecture

Introducing relays in LTE-Advanced involved changes
not only in the radio access, but also in the rest of the
network. Initially, 3GPP studied twodifferent architectures
Fig. 17. Relay architecture.

to support relays at the radio access network and the core
network [83], namely Architecture A and Architecture B. In
Architecture A, both the user plane and control plane of the
S1 interface terminated at the RN.Within this architecture,
three alternatives were studied, namely Alt 1, Alt 2,
Alt 3. They mainly differed in the amount of additional
functionality that was added at the DeNB to support RNs.
In Architecture B the DeNB terminates the S1 connections
towards the EPC, and the RN appears to the rest of the
network as another cell under the control of the DeNB.
Within this architecture a single alternative was proposed,
namely Alt 4. Out of all these options, 3GPP selected Alt 2
for LTE-Advanced. From now on, we will focus on Alt 2.

In Fig. 17 the chosen architecture for LTE-Advanced is
depicted. Instead of terminating the S1 and X2 interfaces,
the DeNB provides S1 and X2 proxy functionality between
the RN and the rest of the elements in the core network,
leaving to the RN the termination of these interfaces.
Therefore, for the S1-MME interface, the DeNB is seen by
the RN as an MME. For the X2-interface, the DeNB is seen
by the RN as an eNB. Similarly, for the S1-U interface, the
DeNB is seen by the RN as an S-GW.

5.3.1. Protocol stack
The general idea behind the framework used for relays

is that, besides the DeNB, the rest of the CN and RAN
elements consider the DeNB as the eNB to which the
UE is attached. As such, any traffic intended for the UE
or the ‘‘eNB serving the UE’’ will be sent to the DeNB.
The DeNB will map this traffic to the appropriate radio
bearer so that it reaches the RN. During these mapping
procedures, the DeNBwill modify the traffic as tomaintain
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Fig. 18. User plane protocol stack for relay support.
its proxy functionality (i.e. appear as an MME, eNB and S-
GW towards the RN). Similar mapping is done by the RN in
the uplink.

Fig. 18 depicts the user plane protocol stack supporting
relays. For every UE EPS bearer subject to forwarding, there
is a unique GTP tunnel between DeNB and the S-GW (for
S1-U), and between the DeNB and other eNBs (for X2).
The DeNB maps each of these GTP tunnels to a different
and unique tunnel that goes from the DeNB to the RN.
These tunnels are then mapped to radio bearers over the
Un interface.

For the control plane, Fig. 19 depicts the protocol stack
supporting relays. Between the RN and the DeNB there
is a single S1 interface relation, and a single X2 interface
relation. Similarly, there is a unique S1 relation between
the DeNB and each MME from the MME pool; and there
might be X2 relationships between the DeNB and other
eNBs. Regarding forwarding of S1 and X2messages, all UE-
dedicated S1-AP and X2-AP messages are processed and
forwarded by the DeNB between the RN and the MME (for
S1-AP) and eNBs (for X2-AP). Non-UE dedicated S1-AP and
X2-APmessages are terminated at theDeNB. Depending on
the specific message, the message can be handled locally
between de DeNB and the RN, between the DeNB and the
MME (for S1-AP), or between the DeNB and other eNBs (for
X2-AP). As with the user plane, control plane packets are
mapped to radio bearers over the Un interface.

In order to establish a connection between the RN and
the DeNB for the Un interface, the RN utilizes the same
protocols and procedures used by UEs to connect with an
eNB [84]. This implies that any traffic associated with the
UEs (that are served by the RN) is tunneled through data
radio bearers that go from the RN to the DeNB. Therefore,
3GPP specifies that this data radio bearers should have
functionality to support integrity protection, mainly for
protecting signaling traffic associated with the UEs.

The most important relay-related procedures have al-
ready been standardized by 3GPP [20]: attachment and de-
tachment procedures for RN, activation and modification
of RAB, transfer of neighboring information, mobility to
and from RNs, and security [85].

Security mechanisms and procedures are especially
important and have also been subject of extensive
study [85]. The main concern lies in the fact that any
authorized RN has almost unrestricted access to the CN of
the operator. If an attacker is able to impersonate a RN,
the impact could be extremely high. To prevent this, it was
agreed by 3GPP that there should be a one-to-one binding
of a RN and a USIM, called USIM–RN [86]. This binding can
be achieved through pre-shared key (PSK) or through the
use of digital certificates. PSK option does not require a
public key infrastructure (PKI) and procedures are easier
after pre-establishment. However, the use of certificates
allows more flexibility in terms of deployment.

5.4. Research challenges

There is a lot of active work both in industry and
in academia to further enhance the capabilities of relays
for LTE-Advanced. Within the scope of Rel-12, special
attention has been given to the introduction of mobile
relays. However, additional topics are also being studied
such as site planning for relays, relay selection, backhaul,
resource management, intercell-interference, energy and
cost, and additional capabilities for relays. We briefly
describe them here.

5.4.1. Mobile relay
Mobile Relay (MR) focuses on deploying relays in

high-speed transportation systems, such as high-speed
trains [87]. These scenarios are characterized by having
high-speed, known trajectory, high-penetration loss, and
stationary UEs (or moving at pedestrian speeds) with
respect to the train. These characteristics create several
issues: Severe Doppler effects due to the high speeds, low
signal strength due to penetration loss, reduced handover
success rates, and increased power consumption.

The idea behind MR is to install the device directly
on the train so that it has wireless backhaul connection
(through an external antenna) to the eNBs, and provides
wireless access to the users within the train (through an
internal antenna). UEs continue to receive uninterrupted
service from theMR,while theMR takes care of handling all
necessary handovers with DeNBs. In WiMAX, this concept
has already been studied [88].

In 3GPP, current work is focused on the scenario
where the backhaul and access links belong to the same
operator (i.e. no multi-operator MR). Nevertheless, it
does consider the case where multiple RATs are served
internally, independently on the backhaul connection used
to communicate with the DeNB.
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Fig. 19. Control plane protocol stack for relay support.
The functionality associated with MRs is based on the
one for fixed relay. The main enhancement in MRs is to
support efficient handover procedures between DeNBs.
To achieve this goal, three basic architectures [87] have
been proposed by 3GPP based on the ones for fixed relays.
For MRs, the main difference among the architectures lies
on the point where the mobility anchor is located after
the handover procedure. However, no final decision has
been taken regarding the most appropriate architecture
for mobile relays. An important aspect that is taken into
account is the compatibility of MRNs with fixed RNs. As
such, architectures based on Alt 1 and Alt 2 (of fixed relays)
are being favored [89]. Work is still ongoing, and research
is still open to improve the performance and reliability of
mobile relays to support seamless group mobility [90].

5.4.2. Site planning
As we mentioned initially, relays can be utilized to

achieve multiple objectives in different scenarios. There-
fore, an important aspect of relay-enhanced networks is
to identify what strategy should be followed to deploy
them [91,92]: Where should relays be located? Howmany
relays should be deployed? How much power should they
use? Should they be inband or outband? This and many
other questions need to be considered according to the
specific scenarios. Studies have already been conducted for
generic deployments [93], as well as for more specific sce-
narios such as suburban [94,95] andmetropolitan [96] sce-
narios. However, further studies in additional scenarios are
still required.

5.4.3. Relay selection
Once relays are deployed, improvements will not only

depend on the site planning, but on how much users
rely on the RNs to communicate with the DeNB. In the
most simple scenario, a RN will be deployed within the
coverage of a DeNB. UEs will be served either through
the eNB or through the RN. Among the solutions found
in the literature, biasing in cell selection and handover
decision [97] has been proposed as a simple and efficient
way to encourage users to connect to RNs and improve
the load balancing in the network. In scenarios where
multiple relays could serve the UEs (e.g. near cell-edge),
techniques to select an appropriate set of RNs to serve the
users have also been proposed [98], trying to achieve a
balance between capacity and fairness.
5.4.4. Backhaul
RNs communicate with the DeNB by utilizing wireless

resources. For outband relays, this simply implies that
a dedicated frequency is used for the backhaul link.
However, for inband relays, the RN uses the same
frequency resources to communicate with the DeNB as to
communicate with the UEs. This has two implications. The
first one is that the RN can only communicate with one
of them at a time. Therefore, it needs to achieve a balance
between the amount of time it uses to communicate with
each of them. The second implication is that the RN will
consume DeNB wireless resources (which are also used by
the DeNB to serve other users), to serve its own UEs. As
such, competing objectives need to be satisfied. On one
hand, RNs want to have as much backhaul resources to
serve its ownUEs; on the other hand, the DeNB has to fairly
allocate [99–101] and share [102,103] resources between
the RNs and other UEs under its control.

5.4.5. Interference management
The transmissions of a RN can cause interference to

nearby UEs that are being served by the DeNB, and vice
versa. Therefore, efficient mechanism to coordinate their
transmission [104–106] are required to mitigate this type
of interference. These effects are potentially larger when
multihop relays are deployed [107,108] (currently not
under study by 3GPP), where each RN causes interference
not only to the eNB but to other RNs. These effects are
also present when nearby RNs are served by different
eNBs; therefore, the backhaul transmissions from onemay
interfere with the access transmissions of the other [109].

5.4.6. Other aspects
On top of the research challenges associated with the

basic relaying schemes, there are several other aspects that
are under study. For example, carrier aggregation [110],
enhancedMIMO, and cooperative techniques can be added
to relays to further enhance their performance not just
at the access link, but also at the backhaul. Similarly,
techniques from self-organizing networks [111] are also
being introduced in relays to achieve energy savings,
improve coverage and capacity [112], as well as self-
reconfiguration [113]. All of these options open the door
for novel approaches to enhance relaying in LTE-Advanced.
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6. Heterogeneous networks

The need for increased system capacity in the order of
several orders of magnitude has led to the proliferation
of smaller low-powered cellular layers underlaid on the
existing macrocell layer. These low-powered small cells
include picocells, femtocells, metrocells, etc. While pico-
cells and metrocells are utilized for outdoor deployments,
femtocells are proposed for deployment in indoor envi-
ronments such as residential or enterprise buildings. Such
a type of network that includes different cellular layers,
eachwith their unique characteristics such as transmission
power, backhaul technology is termed as a heterogeneous
network (HetNet).

HetNet is not a new concept of LTE-Advanced since it is
only a deployment strategy. However, the heterogeneous
nature of the different cellular layers raises several
important challenges that impact the actual capacity that
can be achieved by the overall system. The key challenges
due to the introduction of HetNets are listed below:

• Cell association.
• Inter-cell interference management.
• Mobility issues.

We discuss each of these challenges and provide the
state-of-the-art work carried out in the literature as well
as in the standard bodies to overcome these challenges.

6.1. Cell association

In case of homogeneous cell deployment, the problem
of assigning users to a base station is straightforward.
This is typically performed by assigning users to the
base station with the largest downlink signal strength
or signal to interference noise ratio (SINR) at the user’s
receiver [114,115]. However, in a heterogeneous network,
the assignment of users to a particular base station is a non-
trivial problem and depends on several system aspects. If
the objective is to increase the uplink data rate, then it is
better suited for the user to attach to the base station with
the minimum path loss. Similarly, the cell association also
depends on the load on the system. With the objective of
increasing the overall network capacity, it is necessary to
assign users to the small cell base station when the system
load is high. On the other hand at low loads, the traditional
approach of associating to the base stations with the best
downlink signal strength or SINR helps achieve downlink
higher data rates. Several other factors also play a key role
in determining the cell association for users such as the
backhaul capacity available at the base station.

These factors motivate the use of cell biasing as a
function of the network parameters of load, uplink data
rate, backhaul capacity, etc. [116]. This is still under study
in 3GPP Rel-12. The impact of utilizing a cell association
policy based on maximum biased-received-power (BRP)
on the user throughput and outage probability in a
heterogeneous network is studied in [117]. The outage
probability is shown to increase due to the cell bias while
an increase in the user throughput is observed since the
user is able to utilizemore radio resources as a result of the
bias. The cell selection problem is posed as a network-wide
Fig. 20. Inter-cell interference scenarios in a HetNet.

proportional fairness optimization problemwhere the best
cell is chosen by jointly considering the long-term channel
condition and load balance in amacro–pico heterogeneous
network in [118]. This approach is also shown to improve
the normalized user throughput at the expense of the
average SINR experienced by the user.

In spite of the gains in terms of user throughput, many
of the complex cell association policies for HetNets result
in greater outage probability and minimized average SINR
for the users. This is expected since any cell association
policy other than the one based on the downlink received
signal strength will result in increased interference from
the base station with the highest signal strength. This
phenomenon called as inter-cell interference (ICI) is a
major factor affecting the performance of heterogeneous
networks. This is discussed in the Section 6.2.

6.2. Inter-cell interference cancellation

Fig. 20 illustrates the different scenarios of inter-cell
interference. In scenario (a), the macrocell user (UE1) is
unable to connect to SC1 as it is not a part of the closed
subscriber group (CSG) of SC1. Therefore, it is attached
to the eNB suffering strong downlink interference from
SC1. Similarly, in scenario (b), the macrocell user (UE2)
is attached to the eNB and results in interference at the
receiver of SC2. In scenario (c), the UE3 is attached to SC3
while receiving strong interfering signal from SC2 on the
downlink.

In order to overcome this ICI, several inter-cell inter-
ference cancellation (ICIC)methods have been proposed as
part of LTE-Advanced Rel-8 and Rel-9. One of the common
approaches is to use different carrier frequencies for dif-
ferent cell layers [116]. This is an effective means to miti-
gate the ICI but at the expense of utilizing more frequency
resources. In the more common case when the cell layers
utilize the same carrier frequency, power control schemes
are recommended to reduce the transmission power of at
least one of the cell layers to reduce the interference on
other layers. Other schemes proposed for ICIC based on
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Fig. 21. Frame configuration for time domain-based ICIC scheme.

Rel-8 and Rel-9 capabilities include adaptive fractional fre-
quency reuse, spatial antenna techniques including MIMO
and SDMA, and adaptive beamforming [119].

A majority of the solutions proposed in the Rel-8
and Rel-9 do not address the interference at the control
signaling channel (PDCCH) since it is transmitted over
the entire bandwidth in order to achieve diversity gain
in the frequency domain. With the enhancements in the
physical layer enabled for Rel-10 andRel-11 such as Carrier
aggregation, more sophisticated methods for performing
ICIC are utilized for Rel-11. These enhanced ICIC solutions
are basically categorized as (i) time domain-based, and
(ii) frequency domain-based ICIC schemes.

6.2.1. Time domain-based ICIC
The time domain-based ICIC schemes basically rely on

reducing the transmission activity on certain subframes
by each of the cell layers to minimize interference
to the victim layers. These subframes are indicated as
Almost Blank Subframes (ABS). The knowledge of the
subframe timing is assumed to be available at the different
base stations. The ABS are achieved by either utilizing
the MBSFN (Multicast/Broadcast over single-frequency
network) subframes or by deliberately not scheduling
(or using power control) over other subframes. Fig. 21
illustrates the frame configuration of a victim cell and an
aggressor cell when the above time domain-based ICIC
scheme is applied. The aggressor uses the ABS subframe
during the transmission of control signaling (broadcast
and synchronization signals) by the victim cell. In the
ABS subframe, the aggressor applies power control and
transmits only common reference signals (CRS), critical
control channels or broadcast and paging information
for legacy support. Thus the victim’s control signals are
protected during the ABS subframe duration.

The transmission by the aggressor cell in the ABS
subframe, particularly the CRS, cannot be avoided in any
of the ABS subframes whereas the rest of the control
signaling or broadcast signals can be suppressed for some
of the ABS subframes. This transmission of CRS will result
in interference experienced at the victim cell. Many of
the existing time domain-based ICIC schemes assume
that perfect cancellation of CRS interference from the
received signal at the victim cells. The performance of time
domain ICIC schemes when imperfect CRS interference
cancellation is analyzed in [120]. A non-ideal RSRP
measurement based CRS cancellation scheme is proposed
accompanied by the time domain-based ICIC. The results
show that imperfect CRS cancellation can still result in user
throughput that is comparable to the ideal cancellation
case.

The time domain schemes require that the different
cell layers exchange the ABS subframe information. This
can be enabled using the X2 interface existing between
the base stations. In addition, it is also highly desired that
time synchronization is achieved, at least at the subframe
boundaries between the cell layers.

6.2.2. Frequency domain-based ICIC
Among the frequency domain-based ICIC schemes,

CA with cross-carrier scheduling is widely regarded as
a prominent method for performing ICIC. The control
channel interference on the downlink can be mitigated by
partitioning the component carriers in the cell layers into
two different sets, one for data and control while the other
mainly for data and perhaps also control signaling with
power control applied. Fig. 22 illustrates such a CA-based
ICIC scheme. Carrier aggregation is used by both macrocell
and small cell layers where both layers enable data
communication over f 1 and f 2. The macrocell includes
the control information only on f 1 for data transmitted
on both f 1 and f 2. In a similar manner, the small cell
includes the control information only on f 2. Using this
simple mechanism, the control signaling for the different
layers are separated. In such a case, the macrocell adopts
the carrier f 1 as the primary carrier while applying power
control schemes on carrier f 2 to minimize interference to
the small cell tier. Similarly, the small cell utilizes f 2 as the
primary carrier and applies power control schemes on f 1.
The above scheme, however, has the constraint that the
different layers need to be time synchronized.

In Rel-11, further support for performing frequency
domain-based ICIC was provisioned in the form of
enhanced PDCCH (EPDCCH) [121]. One of the key design
aspects of the EPDCCH is that it enables each UE to be
configured with up to two EPDCCH sets. Each of these sets
consist of 2, 4 or 8 physical resource block (PRB) pairs.
The locations of these PRBs in the LTE-A frame indicating
the EPDCCH are provided with signaling messages with
minimum overhead [122]. Such a flexible allocation
of EPDCCH control signaling within the frame enables
coordination between different tiers to avoid overlapping
EPDCCH and hence the control signal interference.

6.3. Mobility management

Seamless and robust mobility is a bigger challenge in
HetNets compared to a homogeneous macrocell deploy-
ments. A detailed study of mobility performance for Het-
Nets show that the handover failure rates and ping–pong
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Fig. 22. Frame configuration for CA-based ICIC scheme.

effects are far greater in HetNet environments compared
to homogeneous deployments [123]. The poor handover
performance of users in HetNets is owing to several fac-
tors. One of the major factors is the need to account for the
unique characteristics of HetNets when performing user
mobility state estimation in addition to accounting for pa-
rameters such as the number of cross-overs. Another fac-
tor is the need to performefficient small cell discovery over
different carriers at the base stations. This is essential to en-
able traffic offload from macro to small cells as well as to
reduce the battery consumption for the users and the over-
all system. Furthermore, since the handover failures can be
larger in theHetNet case,more robust recovery procedures
are required to mitigate the impact of a failed handover.

Due to these factors, the following objectives have been
laid out in Rel-11 for mobility enhancements [123].

• Identification and evaluation of advanced small cell
discovery/identification schemes.

• Identification of advanced recovery mechanisms from
Radio-Link-Failures (RLF) to improve mobility robust-
ness.

• Identification and evaluation of HetNetmobility perfor-
mance under Rel-10 enhanced ICIC schemes.

• Definition ofmobility enhancements for CSG femtocells
with carrier aggregation.

6.3.1. Improved small cell discovery/identification
A typical HetNet scenario comprising different small

cell layers occurs where the macrocell and the small cell
layers are on different carrier frequencies. In this case, the
user performs inter-frequency small cellmeasurements for
a carrier that is expected to be used for the small cell lay-
ers. An optimal small cell discovery mechanism is defined
as one which (i) minimizes the user’s power consumption
while performing inter-frequencymeasurements, (ii) min-
imizes interruptions on the serving cell due to measure-
ments, (iii) does not degrade the inter-frequency mobility
performance, (iv) does not degrade the mobility perfor-
mance of legacy users. Performance evaluations of a base-
line small cell discovery scheme showed that continuously
performing inter-frequency measurements only increases
the battery consumption without significantly increasing
the offloading gains.

Consequently, enhancements to the small cell discovery
mechanisms were proposed. Many of these solutions can
be broadly classified into the following types.
• Relaxed measurement configuration: In this case, the

performance requirements are relaxed for the inter-
frequency measurements with the objective of saving
the battery life [124,125].

• User mobility state estimation-based measurement: The
high-speed users are exempt from performing inter-
frequency measurements [126,127].

• Small cell signal based measurement control: Whenever
the users detect a small cell signal with sufficient
strength, they do not perform further measurements
[128].

• Small cell discovery signal basedmeasurement:Macrocell
utilizes the intra-frequency discovery signals of small
cells from user measurements to locate the small
cells [129].

• Proximity detection based small cell discovery: Proximity
detection is performed by user or macrocell (or
even assisted by network) using techniques including
location information from user measurements, etc.
[130–134].

6.3.2. Enhanced mobility state estimation
The enhanced user mobility state estimation for Rel-11

and Rel-12 are categorized into user and network based
mechanisms with the objective of enhancing mobility
performance. This is still in the study item phase and
proposed solutions are expected to take into account the
unique characteristics of small cells, e.g. the cell sizes and
other parameters.

6.3.3. Mobility performance with enhanced ICIC
Performance studies indicate that the enhanced ICIC

schemes with ideal ABS pattern coordination between the
cell layers accompanied by a cell range expansion (CRE)
bias of around 6 dB can improve the mobility performance
inHetNets. At the same time,when a non-ideal ABS pattern
coordination is employed, the interference frommacrocell
can be high due to a large CRE bias resulting in mobility
performance degradation.

6.4. Research challenges

With the growing need for a tremendous network ca-
pacity, HetNets operating on the principle of spatial fre-
quency reuse will play a key role in LTE-Advanced and B4G
systems. In spite of the numerous solutions proposed for
the key areas of interference management, cell association
andmobilitymanagement, HetNets still face several issues
that need to be tackled by the academic, industrial and
standardization communities. Some of themost significant
research challenges are discussed in this section.

6.4.1. Cell association and inter-cell interference cancellation
Both the frequency domain-based (CA-based) and

time domain-based ICIC schemes are faced with the
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constraint of requiring time synchronization between the
overlapping base stations of different cell layers. Such
a tight synchronization calls for high-speed X2 links to
be present between the eNBs. For the case of femtocells
which utilize the internet as the backhaul technology,
achieving the high-speed X2 links with macrocells can be
challenging. Therefore, new ICIC schemes proposed must
also aim to minimize the amount of signaling exchange
between overlapping eNBs. For instance, cooperative
beamforming approaches utilized to achieve ICIC require
channel state information (CSI) to be exchanged between
eNBs. The authors in [135] study the impact of delayed
limited feedback information exchanged between eNBs
when cooperative beamforming based ICIC scheme is
utilized. An upper bound on the mean loss in sum-rate
due to delayed limited feedback is derived and closed-form
expressions for allocating bandwidth on the backhaul to
exchange the desired and the interferer channel feedback
are derived. However, a similar analysis for the time
domain and frequency domain based ICIC schemes is still
an open issue.

In the case of cell association policies, in spite of
the gains in terms of user throughput, a number of
proposed solutions result in greater outage probability
and minimized average SINR for the users since they
cause additional ICI. That is why cell association and
ICI are coupled problems and should be solved jointly.
We envision a joint cell association and ICI cancellation
solution that can take interference into account before
triggering a user’s association decision. This can be
accomplished by exploiting the inherent spatio-temporal
coverage cross-tier correlation due to ICI as characterized
in [136]. By jointly solving the above mentioned coupled
problems, we envision that a reduction of the ICI can be
obtained while still increasing the network capacity.

6.4.2. Mobility management
Owing to the variable backhaul link quality and

increased core network congestion due to frequent han-
dovers, new handover schemes addressing the above chal-
lenges need to be proposed. Our initial work on a local
anchor-based handover scheme for coordinated small cells
showed significant gains in the minimization of handover
signaling and session interruption time [137]. However,
the case of handovers betweenmacrocells and small cells is
still an open issue and new solutions to minimize the han-
dover signaling as well as mitigating the impact of a failed
handover will be proposed and evaluated.

Similar to handover management, location manage-
ment in HetNets including location update and paging is
impacted by several factors. First, reduced coverage area
of the small cells means frequent location updates are re-
quired. This incurs high costs in terms of signaling and
network load. Second, backhaul capacity limitations set
tighter restrictions on the signaling load. Therefore, intel-
ligently routing the paging messages to a select few small
cells for an incoming session to a usermust be investigated.
In our recent work, we have proposed two schemes for
location update and paging [138]. These schemes reduce
paging through the use of a local anchor to keep track of
users’ location inside the TAL.
In addition to the above challenges, other open issues
need to be resolved. A mobility management framework
taking into account the unique features of HetNets still
needs to be developed. Further, small cell discovery
mechanisms need to be proposed to enable traffic offload
from macro to small cells, and to reduce the battery
consumption for the users and the overall system. Very
few works address this problem of small cell selection or
discovery in the current literature [139,140].

7. Self-organizing networks

The concept of self-organizing networks (SON) was
initially introduced in Rel-8 as a framework that supports
functions to automate several processes in the network.
This automation has a two-fold benefit for operators. First,
it reduces operational expenses by reducing the manual
involvement in the execution of the processes. Second, it
allows the network to react faster to events that trigger
the execution of processes. Within the framework of
SON [141], the main concepts and requirements are:

• Self-configuration of eNBs: Automation of the establish-
ment of new eNBs into the network. This includes the
establishment of IP connectivitywith the elementman-
ager; downloading of software and radio and transport
configuration data; and setup of X2 and S1 interfaces.

• Self-healing of eNBs: Automation of the detection, mit-
igation, and solution of problems in the network. This
avoids impact on the users and reduces maintenance
costs.

• Automatic neighbor relation (ANR) list management:
Automation of the discovery of neighbor relations.

• Self-optimization: Automation of the reconfiguration of
system, network and radio related parameters in order
to achieve one or more of the following objectives:
– Coverage and Capacity Optimization.
– Load balancing.
– Handover Parameter Optimization.
– Interference control.
– RACH Optimization.

The architecture support SON has three variants.
In the first one, referred to as centralized SON, the
SON algorithms are executed centrally at the Network
Management (NM) level or centrally at the Element
Management (EM) level. In the second one, referred to
as distributed SON, the SON algorithms are distributedly
executed at the Network Element level (NE). The third one,
referred to as hybrid SON involves the execution in two or
more of the following: NM, NE, or NM.

From the OAM system point of view, initial work
was focused on self-configuration [142–144], ANR list
management [145], and self-optimization management.
Initial studies were also performed for self-healing [146],
and for SON related OAM interfaces for H(e)NBs [147].
From the RAN point of view, priority was initially given
to functions related to early phases of network roll-
out and operation: Coverage and capacity optimization,
mobility load balancing optimization, mobility robustness
optimization, and RACH optimization [148].
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In LTE-Advanced, SON functions developed for LTE
were enhanced, and study on new functions was initiated.
From the OAM system point of view, work on Self-
Optimization management was continued. In addition,
work was focused on self-healing management, intra-
RAT and inter-RAT energy savings, SON coordination
management. From the RAN point of view, enhancements
were introduced for different scenarios of coverage and
capacity optimization, mobility robustness optimization,
and mobility load balancing.

7.1. Research challenges

Current work in Rel-12 is focused on enhancing
the network management for centralized coverage and
capacity optimization, andMulti-vendor Plug and Play eNB
connection to the network, both from OAM perspective.
From the RAN point of view, there is ongoing work to
support LTE-HRPD inter-RAT SON.

By looking at how SON has been developed within
3GPP, we can clearly identify a trend. SON functions have
been developed as individual objectives that operators
want to achieve in their networks. In most cases, operators
are interested in achieving multiple of these objectives at
the same time. However, most of these objectives enter
into conflict with each other. For example, energy savings
can be achieved by turning off eNBs; however, this reduces
the overall capacity of the network. As such, coordination
among different SON functions has gained a lot of attention
and research efforts.

Another important factor is that operators nowadays
already have legacy networks (GSM, UMTS, HSPA,WiMAX)
on top of which LTE and LTE-Advanced will be deployed.
If SON functionality is restricted to LTE-Advanced, limited
benefits can be achieved due to rigidity of their existing
networks. Therefore, SON functions are being extended in
order to enhance not just LTE-Advanced, but also legacy
networks. This requires not only individual SON functions
in each network, but efficient inter-RAT SON mechanisms
that are able to jointly optimize all the resources managed
by operators.

An additional aspect is that SON functions may be
executed in different time and locations, due to different
spatial and temporal objectives of operators. Therefore,
it is extremely important to design SON mechanisms
and algorithms that can be implemented seamlessly in
the network, without causing disruptions on the service
offered to users, nor disrupting the stability of the network.

It is important to highlight that SON algorithms will
not be specified by 3GPP, but the framework to support
those algorithms. Therefore, SON algorithms are left as
implementation specific. In addition, SON objectives are
not achieved by just a single technology, but by jointly
exploiting all the features provided by the technologies
that we have described: Carrier Aggregation, MIMO, CoMP,
Relays. As such, the research community focused its
initial efforts in applying SON for spectrum management
and inter-cell interference mitigation [149–151], and the
improvement of the mobility robustness across multiple
RATs [152,153]. Most recently, efforts have been directed
to SON for energy savings [154,155], aswell as its extension
to relay deployments [112]. However, themost challenging
aspect is to achieve a stable interaction among multiple
SON objectives [156].

8. Machine-type communication

In addition to the proliferation of human users, there
is a fast-growing tendency of automation (Internet of
Things, Smartgrids), where machines are able to interact
between themselves as part of a large network. This type
of communication is referred to as Machine-type commu-
nications (MTC) or Machine-to-machine communication
(M2M). The number of MTC devices is predicted to grow
at a compound annual growth rate of over 25% [157,158].
Several technologies have been proposed to realize MTC
communications among whichWiFi, Zigbee, Bluetooth are
more prominent. However, MTC solutions utilizing mobile
cellular networks can offer several benefits. They are eas-
ier to install and can provide reliable data delivery to re-
mote MTC servers. Moreover, mobile networks are crucial
for supporting a large range of MTC devices including the
highly mobile ones. One of the first studies on MTC for
3GPP systems was presented in [159].

The M2M communication scenarios according to 3GPP
can be classified as follows: (1) Communication between
MTC Devices and one or more MTC Servers, (2) Commu-
nication between different MTC Devices. This is illustrated
in Fig. 23. The MTC devices can exist in groups and each of
the devices have similar capabilities to LTE-Advancedusers
to communicate with the LTE-Advanced base stations. The
core network of LTE-Advanced is connected to an MTC
server that is controlled byMTC users (such as an organiza-
tion or individual). In the first case, anMTCuser can control
several MTC devices (such as a set of sensors performing
measurements) through anMTC server andhence the com-
munication takes place between the MTC devices and the
MTC servers. In the second case, different MTC devices ei-
ther under the same/different operator can communicate
between themselves without an intermediate MTC server.

The support of MTC for 3GPP systems raises quite a few
challenges, both at the air interface level and the network
level. Particularly, for the case of LTE-A, there would be
several millions of MTC devices, each one requiring only
a fraction of the bandwidth for transmitting data. This
could result in the wastage of a significant amount of
resource due to the heavy signaling and data overheads
involved for communication in LTE-A. In addition, this
could also result in a reduction of the resources available
for other devices that actually require high data rate
communications. A 3GPP work item was organized to
identify and propose novel solutions for supporting MTC
devices at the LTE-Advanced air interface [160]. Similarly,
the service requirements for MTC was laid out in [161]. In
this paper, we focus on the efforts that have been initiated
for providing air interface support for MTC devices.

8.1. Air interface support for MTC devices

Air interface is considered the first priority to enable
MTC communications to fully support the service require-
ment and optimization categories defined in [161]. The fol-
lowing are some of the key focus areas of Rel-11:
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Fig. 23. MTC architecture for LTE-Advanced with communication scenarios.
• RAN Overload Control.
• Efficient Radio Resource Allocation.
• Energy Savings.
• Traffic Models for MTC Applications.

8.1.1. RAN Overload Control
The large number of MTC devices expected to access

the radio spectrum in addition to the regular users can
result in overload of the radio access network as well
as the core network as defined in Rel-10 [161]. This
may result in extended packet transmission delay, packet
loss or perhaps even service unavailability. Therefore,
mechanisms for guaranteed data delivery as well as for
providing performance guarantees under huge MTC loads
have been investigated. In particular, the load on the
Random Access Channel (RACH) that is utilized by the
users and MTC devices during cell attach and handover
procedures need to be handled without resulting in
congestion. The following solutions were proposed under
RAN Overload Control.

• Access Class Barring (ACB) based scheme: This scheme
is utilized for performing access control for the RACH
channel for different user types and it is envisioned that
this scheme can be applied to perform access control
for different MTC device types as well. ACB consists of
16 access classes (AC) where the classes 0–9 represent
regular users, class 10 represents an emergency call
and classes 11–15 represent high-priority services. The
user or MTC device performs random access as follows.
First, the access probability p and the AC barring time
are broadcasted by the eNB corresponding to the AC
0–9. Following this, the user randomly derives a local
value q and performs random access only when q ≤ p.
Otherwise, the device waits for the AC barring time
before attempting randomaccess once again. Therefore,
by setting appropriate values for p for certain MTC
types, RACH collision can be minimized. At the same
time, a very low value of p can result in long delays for
the devices to access the channel. Therefore, assigning
different p values for different MTC types is necessary.

• Separate RACH resources for MTC devices: It is also
possible to utilize separate RACH resources for MTC
devices and the regular users. This is achieved by either
splitting the preambles into MTC group(s) and regular
UE group(s) or by dividing physical RACH (PRACH)
occasions in time or frequency between MTCs and
regular UEs.
• Dynamic allocation of RACH resources: This scheme pro-
poses that the RACH resources are allocated dynami-
cally based on the load on the access network.

• Slotted access scheme: In this scheme, the MTC devices
are assigned access cycles/slots. Each MTC device only
accesses during its designated access slot. A simple
implementation of this access slot would be the paging
frame for the MTC device.

• Pull-based scheme: According to this scheme, the
MTC device accesses the radio network based on a
notification from theMTC Server. The notification could
be a paging message from the operator’s core network.
If paging is used, the network could page an individual
MTC device or a group of devices.

8.1.2. Efficient radio resource allocation
The variety of MTC applications that need to be sup-

ported also require different QoS performance. In addi-
tion, MTC devices also have some specific characteristics
such as the transmission of a very small amount of data
but with a massive number of devices. Furthermore, the
hardware limitations of MTC devices also implies that the
computational complexity of the radio resource allocation
algorithms cannot be very large. These factors indicate the
need for new algorithms for radio resource management.
Group-based radio resource allocation schemes have been
proposed in [162] where MTC devices are grouped into
clusters based on their QoS characteristics and require-
ments. Following this, radio resource allocation is per-
formed on a cluster basis thus reducing the complexity.

8.1.3. Energy savings
MTC devices have strict battery energy constraints,

therefore, the LTE-A systems should be capable of enabling
energy saving mechanisms for these devices. Currently,
LTE-A systems adopt power saving schemes such as
discontinuous reception (DRX) and IDLE mode operation
in order to enhance the device power saving [163].
However, these approaches are designed with human-to-
human communications in mind and are not optimized
for the unique features of M2M communication. One of
the major characteristics of M2M communication is that
these devices generate traffic less frequently, i.e., the traffic
inter-arrival time can be extremely large in the order of
minutes to hours. Another key characteristic is that a large
number of MTC devices can be classified as low-mobile
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devices and hence do not need to performmobility-related
signaling frequently.

Taking these unique features into account, energy
saving mechanisms have been proposed for LTE-A and
beyond systems. A simple and effective strategy is to
increase the amount of time aM2Muser goes to low-power
operating state. In LTE-A, the low-power states indicate the
IDLE state and the DRX mode within the IDLE state. Power
savings can be achieved by increasing the DRX duration
beyond the maximum allowed in current LTE-A systems.
DRX duration represents the number of radio frames in the
paging cycle forwhich the user can be in sleepmodeduring
an IDLE state before receiving the next paging message
from the network. Longer the DRX duration, longer the
user can wait before waking up. Hence, energy savings
can be achieved by setting a longer DRX duration. Such
an approach is proposed in [164]. Similarly, the use of
longer paging cycle and its impact on latency degradation
is studied in [165]. In addition, a mechanism to reduce
the transition time from an RRC CONNECTED state to an
IDLE state is proposed in [165] to minimize the power
consumption.

8.2. Research challenges

There are several research challenges that still need to
be addressed for scalable support ofMTCdevices for Rel-12
and beyond.

8.2.1. RAN Overload Control
The existing pull-based overload control approaches

cannot efficiently resolve RAN overload as the number
of MTC devices in the network becomes very large.
Furthermore, in most of the proposed overload control
approaches, there is an inherent tradeoff between the
frequency of collision and delay. In other words, MTC
devices need to wait for longer duration to access the
RACH channel if they intend to minimize the probability
of collision. The authors in [166] highlight that enabling
cooperation between eNBs can help overcome extremely
long delays to access the RACH channel. To this end,
the authors propose a cooperative Access Class Barring
(ACB) approach where the eNBs cooperate to compute
the optimum access probability vector p⃗ containing the
appropriate access probabilities used for each of the
cooperating eNBs. Such an optimum global p⃗ is shown
to achieve significantly improved delay performance
compared to existing schemeswhileminimizing the access
collision rate.

Another major issue arises when the user session is
mobile originated. In this case, the eNB is unaware of the
UE’s intention of sending data. As a result, the eNB needs
to page the UE in regular intervals but the UEmay not have
any data to send. This results in long average waiting time
for paging especially given the massive number of MTC
devices that need to be paged.

Proper system tuning in order to achieve a balance in
the collision rate vs delay tradeoff is necessary. To this end,
a detailed performance evaluation of the RACH overload
control methods need to be conducted to determine the
suitability of the proposed solutions.
8.2.2. Mobility signaling reduction for low-mobile devices
A significant amount of signaling reduction and energy

savings can be achieved by limiting the redundant
signaling such as the mobility-related signaling for low-
mobile users. Even during IDLE state, there is a significant
amount of signaling performed by LTE-A devices for
location tracking, neighbor measurements and so on.
Neighbor cell measurements are performed periodically
by LTE-A devices to determine the strongest cell to attach
to. The increase in the cell density will cause the M2M
device to perform a number of measurements which
increases the battery life. Such an approach is wasteful,
especially, for low-mobile and low data-rate M2M devices
for which the need for cell re-selection is less likely.
Similarly, location area update or tracking area update is
performed periodically by LTE-A devices to update their
location with the network. This also results in very-high
redundancy for low-mobile M2M devices. New solutions
are required for future releases of LTE-A that canminimize
this overall mobility related signaling for low-mobile
devices while maintaining compatibility with legacy and
human devices. Initial efforts have seen approaches for
introducing intermediate SLEEP states that can retain the
key signaling tasks to maintain M2M device context at the
network while removing redundant operations. One such
approach is provided in [167] where two new states are
introducedwith varying levels of signaling load in addition
to the IDLE and CONNECTED states to minimize mobility
related signaling.

8.2.3. Link adaptation techniques
Sophisticated link adaptation techniques are proposed

for LTE-Advanced systems in order to achieve very
high peak data rates. These techniques include adaptive
modulation and coding, hybrid ARQ, advanced MIMO,
CoMP among others. However, it is very likely that
several of the MTC devices will be used in low data
rate applications such as reporting sensor measurements.
For such applications, the overhead and the energy
consumption associated with these sophisticated link
adaptation approaches can be large and unnecessary.
Instead, much simpler yet more reliable transmission
schemes need to be adopted for the low data rate MTC
devices.

8.2.4. MTC traffic modeling and characterization
Traffic modeling of the proposedMTC application types

need to be performed. Only two traffic models have
been studied as of Rel-11 where the arrival rates are
modeled as time-limited Beta distribution or Uniform
distribution [168]. More accurate traffic models can help
in accurately computing the performance gains of several
RAN enhancement methods for M2M communications.

9. Device-to-device communication

The paradigm of device-to-device communication
(D2D), also known as proximity services (ProSe), is another
key enabling technology for LTE-Advanced that has been
included in Rel-12 for consideration [169,170]. It refers
to the ability of cellular devices to communicate directly



I.F. Akyildiz et al. / Physical Communication 10 (2014) 31–60 55
among each other without the need to access the net-
work infrastructure. Although currently existing technolo-
gies such as Bluetooth or WiFi-direct already allow this
functionality, they do not allow the operator to control the
communication process and guarantee certain user experi-
ence. Furthermore, they are not designed to be integrated
within the cellular network, while D2D should minimize
the impact on the cellular network and enable users to
transparently switch between D2Dmodes and regular cel-
lular communication.

The applications driving this new communication
technology are already numerous as of today, but it is
likely that many others are yet to be found in the near
future. We describe some of them in this paragraph:
First, operators are becoming increasingly interested in
context-aware applications where a plurality of services
can be provided depending on the user’s location. To
make the context-aware functionality of the network as
flexible as possible, optimized direct communication of
the user with other devices should be enabled. Second,
the support for public safety networks in cases where
network infrastructure is not available is a major current
concern that 3GPP is addressing with the introduction of
D2D. Third, the rapid emergence of M2M applications and
the Internet of Things makes a use case for D2D, since it
would be desirable to control electronic consumer devices
directly from the cell phone of the owner without the need
to overload the network. Fourth, D2D can be seen as an
additional method to offload traffic from the congested
macrocell networks, so operators are currently exploring
the option of exploiting D2D functionalities with that
purpose.

There are some aspects of D2D that deserve special
attention. First, some similarities are shared between D2D
and mobile ad hoc networks, which have been extensively
studied in the literature. However, a significant difference
is that D2D can rely on limited assistance from the network
for control functions or, if necessary, to carry out the
communication. How to select the best network mode for
operation is still a research challenges, as it is pointed out
later in this section. Second, a question of vital importance
is what spectrum to use, and how to distribute it. The
direct link between UEs can be established over a variety
of air interfaces including both licensed and unlicensed
spectrum. The classical advantages and disadvantages of
both options apply here, with the particularity that this
type of communication must take place in a integrated
fashion with the rest of the network. Therefore, network
operators may also benefit from less congestion and
interference in their network when using D2D in the
unlicensed band.

9.1. Research challenges

Device-to-device communication (D2D) is an emerging
technology with high disruptive potential in the network.
However, a large number of challenges still remain
unsolved and constitute an exciting field of research for
the next few years. In this section, we summarize the most
significant ones.
9.1.1. Mode selection
The D2D devices can operate in different modes, de-

pending on the available resources of the network. First,
if no resources are available, D2D nodes may be urged
to remain in silent mode. Second, D2D users may be able
to transmit either in reuse mode, where the spectrum is
shared with cellular users, or dedicated mode, with dedi-
cated resources for the direct communication. Third, D2D
users may need to operate in cellular mode, with traffic be-
ing locally relayed through one or several eNBs. Although
the goal of D2D is to establish a direct communication
among devices with little to no interaction from the net-
work, this lastmode of operationmay be often required for
control packets, data packets, or both. Also, many relaying
options should be investigated, such as the possibility of
using access points operating in the unlicensed bands. Es-
tablishingmechanisms to determine the level of assistance
that is required from the network is also an open challenge.

9.1.2. Group communications
A second important challenge is the ability for D2D

to establish efficient group communications, where the
number of devices within the group may vary depending
on the application and the communication approach
(unicast, multicast, broadcast). In this respect, one-to-
one, one-to-many, and many-to-many approaches should
be enabled. Furthermore, a thorough study of how the
throughput scales with the number of devices in the
group has to be carried out. In the literature, clustering
and user pairing have been both assumed for group
communications [171,172], but the fundamental problem
of how to set up these communication groups is still
open: Which metric should be employed to decide the
communication pairs or groups? Ideas in the direction
of context-aware or interest-aware selection mechanisms
could have enormous potential for this task.

9.1.3. Interference and resource management
An important constraint to keep in mind is the fact that

the paradigm of D2D must coexist with regular cellular
users in the network. Therefore, while solutions to meet
the rate requirements of D2Dmust be proposed, the QoS of
cellular usersmust remain intact. This leads to the problem
of interference and resource management, especially for
D2D deployments of low frequency reuse patterns where
interference can be a detrimental effect [173,174]. The
problem is tightly coupledwith the group communications
challenge, since interference-related metrics can be em-
ployed to establish groups that facilitate the handling of in-
terference. Schemes that effectively mitigate interference
in this scenario as well as an adequate management of re-
sources such as power or time are still needed.

9.1.4. D2D-based multi-hop communication
To maximize resource efficiency in D2D communica-

tions, it may be beneficial to enable multi-hop commu-
nication between two devices, thus transforming every
intermediate D2D node into a relay. In this case, problems
arising inmulti-hop communication strategiesmust be an-
alyzed in the context of D2D. Examples are the optimum
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number of relays, the time–frequency reuse pattern, or
the end-to-end communication mechanism. Furthermore,
network coding has been proposed as an efficient D2D
communication strategy to enhance the information flow
between two nodes far apart from each other that require
intermediate relaying [175].

9.1.5. Other communication aspects
This last research challenge tackles other procedures

and services related to D2D for which a solution needs to
be found. Probably the most important aspect is the D2D
neighbor discovery functionality, focused on identifying
nearby D2D-enabled UEs [176,177]. The discovery func-
tionality can be further classified into restricted discovery
and open discovery depending on whether permission is
needed or not. In addition, procedures for connection es-
tablishment and paging are required. Then, guaranteeing
connectivity among devices is a further communication
challenge, andD2D should incorporate the cellular fallback
option in case of disruption in the direct communication.
Moreover, solutions for different scenarios that differ in
terms of network coverage are required. In particular, 3GPP
classifies the scenarios into in-coverage, partial-coverage,
and out-of-coverage, differing in the level of SINR that the
user receives from the closest eNB. Finally, seamless mo-
bility for users switching from D2Dmode to cellular, secu-
rity, and scalability are other important aspects for further
study of this new communication paradigm.

10. Conclusions

The standardization of LTE became one of the most
important technology shifts in cellular networks since
the introduction of WCDMA. However, it was not un-
til the introduction of LTE-Advanced in Rel-10 that the
requirements established by the ITU for 4G technolo-
gies were finally achieved. Nevertheless, both industry
and academia have continued improving LTE-Advanced
through enhancements in the core technologies of carrier
aggregation, MIMO, relaying, and cooperative multipoint
communications. In addition, in order to copewith the ever
increasing demand for ubiquitous and high-speed data ac-
cess, the efforts have recently focused on improving the
support of heterogeneous networks, as well as device-to-
device and machine-type communications. In addition to
these technologies, the new paradigm of self-organizing
networks has the potential of transforming the cellular
network into a dynamic entity capable of automatically
adjusting itself to guarantee the best possible service by
exploiting all the aforementioned technologies. This evo-
lutionwill continue, not only by improving these technolo-
gies, but also by introducing new ones, especially at higher
frequency bands capable of satisfying the demand for even
faster data access than the ones seen today.
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