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Abstract—Diffusion-based communication refers to the transfer
of information using molecules as message carriers whose prop-
agation is governed by the laws of molecular diffusion. It has
been identified that diffusion-based communication is one of the
most promising solutions for end-to-end communication between
nanoscale devices. In this paper, the design of a diffusion-based
communication system considering stochastic signaling, arbitrary
orders of channel memory, and noisy reception is proposed. The
diffusion in the cases of one, two, and three dimensions are all
considered. Three signal processing techniques for the molecular
concentration with low computational complexity are proposed.
For the detector design, both a low-complexity one-shot optimal
detector for mutual information maximization and a near Max-
imum Likelihood (ML) sequence detector are proposed. To the
best of our knowledge, our paper is the first that gives an analytical
treatment of the signal processing, estimation, and detection prob-
lems for diffusion-based communication in the presence of ISI
and reception noise. Numerical results indicate that the proposed
signal processing technique followed by the one-shot detector
achieves near-optimal throughput without the need of a priori
information in both short-range and long-range diffusion-based
communication scenarios, which suggests an ML sequence de-
tector is not necessary. Furthermore, the proposed receiver design
guarantees diffusion-based communication to operate without
failure even in the case of infinite channel memory. A channel
capacity of 1 bit per channel utilization can be ultimately achieved
by extending the duration of the signaling interval.

Index Terms—Channel capacity, diffusion process, intersymbol
interference, mutual information, Neyman–Pearson criterion,
on-off keying, parameter estimation, Viterbi algorithm.

I. INTRODUCTION

D IFFUSION-BASED communication refers to the tech-
nology where the transportation of information is

achieved by the propagation of molecules relying solely on
the laws of molecular diffusion [1]. Diffusion-based commu-
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nication arises as one of the most promising solutions for the
communication mechanism between nanoscale devices for its
inherent compatibility with living organism and biochemical
devices, e.g., pheromone propagation in the air between insects
[2] or calcium signaling among living cells [3].
Similar to traditional ElectroMagnetic (EM) communica-

tion, diffusion-based communication can be categorized as
being analog or digital. In analog diffusion-based communi-
cation, the intensity of the molecular concentration is varied
by the transmitter in a controlled manner following the analog
waveform to be transmitted. The receiver then recovers the
transmitted waveform by continuously detecting the molecular
concentration in its neighborhood [4]. In digital diffusion-based
communication, the transmitter sends digitized information,
e.g., binary information, by altering a certain attribute of the
molecules in discrete signaling intervals. For example, the
timing of emitting molecules [5], [6], the intensity of the
molecular concentration (or the number of molecules) [7]–[14]
and the type of molecules [14]–[17] are three attributes com-
monly considered for conveying digital information. Due to the
inherent nature of discreteness of molecules and past successful
experience in developing digital EM communication systems,
diffusion-based communication using digital signaling are
drawing much more attention than the other.
In digital diffusion-based communication, the effect of

channel memory, hence Inter-Symbol Interference (ISI), arises
naturally from the residual molecular diffusion from previous
symbol transmissions. It has been shown that the effect of ISI
is critically important in constructing a reliable communica-
tion system based on molecular diffusion [9], [11]. However,
simplified transmitter model, channel model, signal processing
techniques, and receiver detection schemes without mathe-
matical foundations are generally assumed in the literature for
making the analysis tractable. For example, transmission of
digital information using a single molecule is considered in
[10], [18]. Modulation techniques for diffusion-based com-
munication systems are studied via computer simulations in
[5], [6], and it has been concluded that On-Off Keying (OOK)
outperforms Pulse Position Modulation (PPM) [5]. The de-
tection scheme is, however, not covered in the discussion. A
diffusion channel with limited order of memory is assumed in
[8], [14], [19]. In [10], stochastic degradation of the information
molecules is considered in simulations. A deterministic lifetime
of molecules, hence limited channel memory, is still assumed
for analysis. The concepts of sampling-based [12], [19] or
energy-based [11], [12] signal processing of the molecular con-
centration have been proposed without mathematical analysis.
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For the decision rules, the concept of using detection thresholds
on the molecular concentration is proposed in [8], [12], [14],
[19]. However, none of the decision rules proposed in the liter-
ature analytically considers the effect of ISI in the formulation
of the detection threshold. Neither has the existing literature
considered the effect of reception noise when formulating
decision rules. In realistic environments where the reception
noise and large channel memory are present, such simplified
system setup and detection approaches raise the concern of the
feasibility of diffusion-based communication systems.
In [20], the generation of molecules and the arrival times

are modeled using a stochastic approach. The probability dis-
tribution of information molecules at the receiver for both flow-
based and diffusion-based molecular communications are both
derived. However, the detection scheme and the receiver design
are not addressed. The construction of a communication system
based on molecular communication is thus still incomplete. A
closed-form expression for the achievable channel capacity of
the diffusion-based communication is derived in [21]. The re-
sults are quite insightful, but the study mainly focuses on the
information-theoretic aspect of the diffusion-based communi-
cation. A practical communication system based on molecular
diffusion is still left to desire.
In this paper, we propose the design of a diffusion-based

communication system for transmission of binary digital infor-
mation. We consider a communication system which consists
of stochastic signaling, a diffusion channel with arbitrary
order of memory, and noisy reception with standard signal
estimation and detection theory. The diffusion in the cases of
one, two, and three dimensions are all considered, respectively.
OOK is adopted at the transmitter for molecular emission,
where molecules are released in an instantaneous manner with
random amount. The effect of ISI from the residual molecular
diffusion in previous signaling intervals is considered and
analytically incorporated in the receiver design. Concerning
the capability of nanoscale devices, we propose and analyze
three signal processing techniques on the molecular concen-
tration with low computational complexity. Most important, a
low-complexity ISI cancellation technique is proposed. For the
detector design, both a one-shot optimal detector for mutual
information maximization and a near Maximum Likelihood
(ML) sequence detector using the Reduced-State Viterbi
(RS-Viterbi) algorithm [22] are proposed. An asymptotic ML
estimator for estimating the variance of the number of emitted
molecules is also proposed. To the best of our knowledge, we
are the first in the literature to give an analytical treatment of
the signal processing, estimation, and detection problems for
diffusion-based communication in the presence of ISI and re-
ception noise. Numerical results indicate that the proposed ISI
cancellation processing followed by the one-shot detector can
achieve near-optimal throughput without the need of a priori
information in both short-range and long-range diffusion-based
communication scenarios. An ML sequence estimation scheme
is found to be unnecessary. Furthermore, it is shown that our
receiver design guarantees diffusion-based communication to
operate without failure even in the case of infinite channel
memory. A channel capacity of 1 bit per channel utilization

can be ultimately achieved by extending the duration of the
signaling interval.
The rest of this paper is organized as follows. In Section II,

we introduce the system model of the diffusion-based commu-
nication system. In Section III, we propose three signal pro-
cessing techniques for the received molecular concentration. In
Section IV, we propose a one-shot detection scheme which only
utilizes information in the corresponding signaling interval. The
detection threshold for mutual information maximization is de-
rived for both cases of perfect and no knowledge of a priori
information. In Section V, a sequence detection scheme using
the RS-Viterbi algorithm is proposed. In Section VI, we propose
an asymptotic ML estimator for estimating the randomness of
the molecular emission at the transmitter. In Section VII, the nu-
merical results are presented. Finally, conclusions are given in
Section VIII.

II. MODEL DESCRIPTION

We propose a time-slotted system with signaling interval .
In this work, we assume perfect synchronization between the
transmitter and the receiver. Let denote the input binary
random variables in the th signaling interval. OOK with
stochastic signaling is considered as the modulation technique.
With a priori probability , the transmitter signifies 1 by
emitting a number of molecules at the beginning of a signaling
interval; no molecule is emitted to signify 0. The number of
molecules emitted by the transmitter is considered to be large
enough so that differential equations can be applied to describe
the macroscopic behavior of the molecules. The molecules
are assumed to diffuse freely following the Brownian motion
without drift and interactions.
Let denote the number of molecules emitted in the th sig-

naling interval. We have . Ideally, the transmitter would
target at emitting a fixed number of molecules for each binary
signaling. However, due to the random nature of biochemical
phenomena or the imperfect design of man-made systems, it
is more practical to consider the transmitter to exhibit a cer-
tain noisy behavior when emitting the molecules. Such effect is
taken into account by assuming as a sequence of indepen-
dent and identically distributed (i.i.d.) continuous random vari-
ables with finite mean and variance, denoted by and , re-
spectively. In this work, we put our emphasis on the processing
of the molecules and the detector design by assuming perfect
knowledge of the parameters and at the receiver side.
An asymptotic ML estimator for estimating the variance is
proposed and analyzed in Section VI to provide insight into the
parameter estimation.
Let the molecule source be located at the origin of a Carte-

sian coordinate, and the center of the receiver is located at .
Fick’s second law of diffusion [23] predicts how the concentra-
tion function changes with time:

(1)

where is defined as the molecular concentration func-
tion at the receiver at time corresponding to the th signaling
interval, and denotes the gradient operator. It can be shown
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Fig. 1. Illustration of the proposedmolecular communication system in a three-
dimensional space. The transmitter and the receiver are located at the origin and
, respectively. The receiver performs sensing of the molecular concentration
inside the receptor space with radius denoted by .

that the solution to Fick’s second law in response to an impulse
of molecule emission is of the form: [24], [25]

(2)

where is the diffusion constant which is related to the vis-
cosity of the propagation medium, and denotes the number of
dimensions; . For better readability, we henceforth
define , and (2) can be rewritten

as . Note that Fick’s second law of diffusion describes
the macroscopic behavior of molecules. With the assumption
of a sufficiently large number of molecules, the molecular con-
centration can be approximated as a deterministic function of
time and space. In the following, we also treat as a de-
terministic function, and this should not cause any confusion
since the underlying assumption of a large number of molecules
still holds. Due to the previous transmissions, ISI occurs as a
result of residual particle diffusion. The number of interfering
signaling intervals is henceforth denoted by . Since (1) is a
linear equation, we can write

(3)

for . Note that in (3) we have omitted the vector no-
tation due to the isotropy of a point molecule source with free
Brownian motion. The effect of on the molecular communi-
cation system is thoroughly studied by numerical experiments
in Section VII.
The receiver takes the molecular concentration as

input and performs the sensing of the molecular concentration
inside the receptor space. The receptor space is modeled as a
straight line of length , a circle of radius , and a sphere of
radius in the cases of 1, 2, and 3 dimensions, respectively.
The molecular concentration is assumed to be homogeneous
inside the receptor space. Fig. 1 is an illustration of the pro-
posed system in a three-dimensional space. The random move-

Fig. 2. High-level scheme of the proposed design of the receiver. It is shown
in Section VII that an ML sequence detector is not necessary or even desirable
in molecular communication.

ment of the molecules following the Brownian motion causes
an additional unwanted perturbation to the concentration value
predicted by Fick’s diffusion law [26]. We model such pertur-
bation as a noise process added to the theoretical concentration
value. Accordingly, we propose a high-level scheme for con-
structing the receiver as depicted in Fig. 2. The concentration
sensor takes the molecule concentration as input, and a
noise process denoted by is added. As shown in [26], the
noise process can be modeled as a Poisson counting process and
is dependent on the input concentration function. Since we have
assumed free Brownian motion with no interaction among the
particles, the diffusion processes associated with distinct molec-
ular emissions are thus independent. We can write

(4)

where is the noise process associated with the th sum-
mand in (3) in the th signaling interval. The concentration pro-
cessor performs signal processing on the perturbed concentra-
tion function to produce an observation variable . Based on
the detection scheme adopted, the detector then outputs the bi-
nary decision . As is demonstrated in numerical results, a ML
detection scheme which takes the channel memory resulting
from molecular diffusion into account is not ideal for molecular
communication in terms of the tradeoff between the receiver
complexity and the achievable throughput. A one-shot detection
scheme which relies on the statistical property of the observa-
tion variable is shown to be more desirable.

III. CONCENTRATION PROCESSOR

The purpose of this block is to perform signal processing on
the received molecular concentration to mitigate the reception
noise and the ISI component in (4) to a minimum. Concerning
the capabilities of nanoscale devices, sophisticated signal pro-
cessing techniques, such as prediction, equalization, and fre-
quency domain processing, are not desirable. Accordingly, we
consider linear operations with low computational complexity.
Let denote a linear operator which stands for the concen-
tration processing. It follows

(5)
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In the following, we propose three techniques for imple-
menting the concentration processor. The expressions for

and the statistical properties of
are analytically derived, which are then utilized in the subse-
quent sections for performance analysis.

A. Sampling Processing

For the sampling processing, a single sample of the sensed
concentration function is taken at a predefined time instant. This
is the most straightforward method with the lowest complexity
[12], [19]. Let denote the sampling time; . It is
clear that

(6)

where is the index of the signaling interval, and
.

The mean and variance of the considered noise process at a
particular time instant given the number of emitted molecules
are derived in [27] in the case of three dimensions; we gen-

eralize the results to one, two, and three dimensions as

(7)

where stands for the volume of the receiver and has different
forms in different dimensions:

(8)

Combing (7) and (8) we can observe that enlarging the size of
the receptor space helps reduce the effect of noise, especially in
higher dimensions.

B. Correlation Processing

For the correlation processing, the sensed concentration func-
tion is multiplied by a correlation function, denoted by , and
then integrated over the signaling interval. It follows that

(9)

where is the index of the signaling interval, and
. In particular, we have the quasi-energy detection when
since the concentration can not be negative, and the

area under it can be properly defined as the signal energy [11],
[12]. Motivated by the concept of matched filter, is
also a design option.

For practical considerations, numerical integration of sums of
rectangles with sample points is considered in the following.
We have

(10)

In (10) we have assumed the samples of the noise process are
uncorrelated. It is shown in [26] that two adjacent samples of the
noise process can be regarded as statistically independent
if their time separation satisfies

(11)

As provided in Section VII, the time separation calculated by
using typical values of and is approximately 0.01 seconds.
It can be easily shown that the rectangular integration with such
constraint yields a reasonably good approximation to (9).
Substituting for in (10), it follows that

(12)

For better readability, we define
. In different dimensions, the variance takes different

forms:

(13)

We observe that in a three-dimensional space, enlarging the re-
ceptor space helps reduce the noise variance, while opposite ef-
fect is seen in a one-dimensional space. In a two-dimensional
space, the size of the receptor space is irrelevant to the noise
variance.

C. ISI Cancellation Processing

Here we propose a technique for signal processing which uti-
lizes the knowledge of the concentration waveform to suppress
the ISI component. In Fig. 3, we plot the impulse response
with cm /s and m in a three-dimensional
space. As suggested by Fig. 3, has a global maximum oc-
curring at time , which can be obtained by solving .
The expression for in the case of three dimensions has been
derived in [28]. We generalize the result to one, two, and three
dimensions as

(14)
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Fig. 3. Impulse response defined in (2) with cm /s and
m.

By having a signaling interval larger than , i.e., , the
ISI contributes a monotonically decreasing component in (4).
We thus propose a low-complexity ISI cancellation processing
as

(15)

where is the index of the signaling interval, and
. Putting it in words, the proposed technique takes the

difference between the samples taken at and
to serve as the observation variable .

It then follows

(16)

where we have assumed the two noise samples are uncorrelated.
For , this holds if

(17)

which, after simplification, gives . This is
a valid assumption since the dimension of the communication
distance is much larger than that of the receptor space . For

, it is reasonable to consider , as is on the
order of seconds as mentioned previously.

Fig. 4. One-shot detector for the proposed molecular communication system.

IV. ONE-SHOT DETECTION

In this section, we propose an optimal one-shot detector
which only utilizes information in the corresponding signaling
interval. Fig. 4 depicts the high-level scheme of the proposed
detector. The test statistic generator computes a test statistic,
denoted by , based on the observation variable output by
the concentration processor. The threshold comparator then
compares with a predetermined threshold to generate
the binary decision . Since there is no assumption of any
favorable a priori distribution for binary signaling or a proper
definition of Bayesian cost of a diffusion-based communication
channel, we adopt an information-theoretic approach. The
ultimate goal of the detector design is concerned with the
following optimization problem

(18)

where refers to the function of mutual information.
It is well-known that [29]

(19)

By definition, we have

(20)

where and denote the false alarm probability and the
detection probability, respectively. The mutual information
can thus be represented as a function of the probabilities

, and . We henceforth denote the mutual information
by . It can be shown that given , the mutual
information is a monotonically increasing function of [30],
[31]. Thus an information-optimal detector is equivalent to a
Neyman-Pearson detector when is given. In the following,
we first formulate the binary hypothesis testing problem and
then apply the Neyman-Pearson decision rule to derive the
corresponding test statistic and the decision threshold.

A. Perfect a Priori Information

First we consider the case where the receiver has per-
fect knowledge of the a priori information. The detector is
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concerned with the binary hypothesis testing problem with
observation as

(21)

where denotes the probability density function of
given that is true. Since we are considering one-shot detec-
tion, the previous input bits acting as interference are modeled
as Bernoulli random variables with success probability .
can thus be regarded as sums of independent random variables:

(22)

It is straightforward to show that each element in the series of
independent random variables

has a finite variance. We thus assume that the
Lindeberg’s condition [32] holds true here, and converges
to the Gaussian distribution as approaches infinity1. By
applying the Gaussian approximation, the binary hypothesis
testing problem can be written as

(23)

where it can be shown that

(24)

In (24), we have utilized the fact from the previous section
that the expectation of the noise process is zero, and the term

depends on the method of concentration pro-
cessing as given in (7), (10), and (16).
The Neyman-Pearson criterion states that the constrained op-

timization problem of maximizing given a maximum allow-
able is solved by forming the likelihood ratio test [33]

(25)

1Loosely speaking, the Lindeberg’s condition requires that all random vari-
ables are independent, and each one of them contributes a vanishing part to the
total variance as approaches infinity.

where is found by solving . Using
(23) and (24), the likelihood ratio function can be derived as

(26)

Combining (25) and (26) and taking the natural logarithm at
both sides, we have

(27)

We can further rearrange (27) and obtain the test statistic of in
quadratic form as

(28)

where we have defined

(29)

It then follows

(30)

and the corresponding detection probability is

(31)

It remains to find the optimal threshold which yields
the maximum mutual information. This is a numerical problem

(32)

In the case where the receiver has control over the a priori prob-
ability, e.g., by affecting the coding scheme, it is straightforward
that the optimal value is determined such that the mutual infor-
mation is further maximized over all possible values of as

(33)

Note that the corresponding maximum mutual information
represents the theoretical

maximum throughput (bits per channel utilization) of the
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Fig. 5. Equivalent discrete-time ISI channel representation of the proposed
molecular communication system as observed by the detector. The blocks la-
beled as represent delay by seconds; stands for

defined in (5).

considered diffusion-based communication system instead of
the channel capacity, since a specific modulation technique and
channel observation are involved.

B. A Priori Information Unknown

In the case where the receiver has no information of the a
priori probability, the concept of minimax [33] which tries to
mitigate the worst possible situation should be applied. How-
ever, as discussed in [31], the fact that when

or 1 renders the approach of minimax inappropriate. Al-
ternatively, we propose the use of a decision threshold which is
optimized at the a priori probability such that

(34)

The decision threshold thus maximizes the integrated in-
formation amount independent of the actual a priori probability.

V. SEQUENCE DETECTION

In this section, we investigate the design of a near ML
sequence detector which aims to recover a transmitted bit
sequence based on the corresponding sequence of obser-
vation variables . Compared with the one-shot detector
proposed in the previous section, a ML sequence detector is
expected to improve the system performance at the cost of
added computational complexity. Note that such a sequence
detector is not likely to be implemented on nanoscale devices.
The purpose of investigating a sequence detector is to serve as
a performance benchmark for our proposed one-shot detector.
Fig. 5 depicts an equivalent discrete-time ISI channel rep-

resentation of the proposed molecular communication system
as observed by the detector. Such representation resembles the
conventional ISI channel experienced in wireless communica-
tions with tap gains. This motivates the application of
the ML algorithms for sequence detection. To this end, proper
definitions for the channel state and the branch metric have to
be formulated. Due to the fact that can be a large number,
the complexity of the algorithm is impractical even for micro-
or macro-devices. It is therefore inappropriate to take all past
input bits into account for defining the channel state. Instead,

we consider the solution of the RS-Viterbi algorithm [22] for
sequence detection. By applying the RS-Viterbi algorithm, the

Fig. 6. Example of the state definition for the RS-Viterbi algorithm with
. Here we have ; the associated channel state is defined as . For
the next signaling interval we have ; the new channel state becomes

.

tradeoff between the achievable performance and the resulting
complexity can be adjustable. The conventional Viterbi algo-
rithm is a special case in the RS-Viterbi algorithm.
It is clear that for the proposed methods of concentration pro-

cessing, the level of interference is monotonically decreasing
with the index of the taps. We thus define the channel state
to be the past input bits as

(35)

. Note that when , we have the classical “full-
state” Viterbi algorithm. Fig. 6 shows an example of the state
definition with .
Defining as the survivor bit sequence associated

with state which is found by reversely searching the input bits
corresponding to the survivor path stemming from . Based on
our derivation, the log likelihood of the observation given
the current state , the survivor sequence , and the
input bit is obtained as

(36)

where we have defined

(37)

We define the branch metric for the transition from state with
input bit as the log likelihood value given in (36).
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With the channel state and the branch metric all defined, we
can proceed with the RS-Viterbi algorithm in the traditional
way to find the bit sequence with the highest likelihood value.
We remark that the maximum a posteriori (MAP) algorithm
with the concept of state reduction, e.g., the reduced-state
BCJR algorithm [34], can be similarly applied for performing
sequence detection here. We omit such discussion as sophisti-
cated end-to-end communication skills are inherently not suited
for nanoscale devices.

VI. PARAMETER ESTIMATION

In this section, we propose and analyze an asymptotic
ML estimator for estimating the variance of the number of
molecules emitted by the transmitter . The mean and
the variance are required by the detector to compute the
decision threshold. As mentioned in Section II, ideally the
transmitter would emit a fixed number of molecules for each
binary signaling. We consider a more realistic situation by
modeling the emission process to be noisy and possess a prob-
ability distribution. It is assumed that the mean value of the
number of molecules is pre-determined and agreed between
the transmitter and the receiver. The ability of the transmitter
in controlling the emission process, i.e., the variance , is left
for the receiver to estimate.
The proposed estimator is asymptoticML in the sense that the

ML estimation is achieved with an increasingly large size of the
receptor space. The technique of sampling processing proposed
in Section III-A is utilized. Let the transmitter send a series of
logical 1’s which are then processed at the receiver side using

the sampling processing technique. The sampling time is set to
be at the pulse peak as given in (14). We consider the time sepa-
ration between each logical 1 to be large enough such that the ef-
fect of ISI is nearly negligible as compared with the signal com-
ponent. The result of the sampling processing at the th pulse can
then be written as

(38)

where . We propose an asymptotic ML estimator
as

(39)

It can be observed in (7) that . By
letting , or equivalently, the molecular concentration
being perfectly sensed, (39) thus degenerates to

(40)

which is the ML estimator for the variance of i.i.d. Gaussian
random variables [35]. The proposed estimator and the asso-
ciated estimation process could be designed as a training phase
prior to the actual data transmissions. To show that the proposed

estimator is unbiased and consistent by deriving the mean and
the variance, we derive the following expressions

(41)

The proposed estimator is thus unbiased. For the variance, we
have

(42)

where it is clear that . This proves the
consistency. In the case where , the variance becomes

, which coincides with the performance of theML estimator
for i.i.d. Gaussian random variables.
Due to the difficulty of characterizing the joint distribution of

the samples , the derivations of further properties and the
efficiency of the proposed estimator are rather intricate. This can
be an independent study and is currently in progress.

VII. NUMERICAL RESULTS

In this section we present the numerical results for the
attainable mutual information and the theoretical maximum
throughput of the proposed diffusion-based communication
system. The proposed signal processing techniques as well
as the proposed detection schemes are investigated. Two
sets of system parameters are considered: the short-range
and the long-range molecular communication scenarios. The
short-range molecular communication happens naturally as
the mechanism for biochemical signaling in living cells, e.g.,
calcium ion signaling [3] and neural signaling [36]; while the
long-range molecular communication mostly serves as the
signaling method among living organisms, e.g., pheromone
propagation and the dispersal of pollen and spores [2]. In the
following, we set the diffusion constant cm /s (cel-
lular cytoplasm, [37]), the communication distance m,
and molecules for the short-range molecular com-
munication. For the case of long-range communication, we set

cm /s, cm, and molecules (see
[2]). For both scenarios we set the radius of the receptor space
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Fig. 7. The attainable mutual information versus the a priori probability for
the short-range diffusion-based communication. One-shot detection with per-
fect knowledge of is adopted. .

and , which gives a medium coefficient
of variation (CV) of 0.3. Perfect estimation of is assumed at
the receiver. Unless otherwise stated, the number of interfering
signaling intervals is set to 20.
For the technique of sampling processing, we set the sampling

instant . For the correlation processing, we set
the number of sampling points in a signaling interval ,
and , i.e., the quasi-energy processing. One should
note that in the sampling processing, by sampling at the time
corresponding to the pulse peak whenever applicable, we are
actually utilizing our knowledge of the received waveform. We
consider this case as it gives the best performance achievable by
the technique of sampling processing.

A. One-Shot Detection With Perfect a Priori Information

We first compare the performance of the proposed signal
processing techniques. In Fig. 7, we plot the maximum at-
tainable mutual information for the proposed communication
system using one-shot detection with perfect knowledge of
the a priori probability in one dimension, i.e., , in
the short-range communication scenario. Two sets of results
which correspond to different lengths of signaling interval

s and s are given. The circles indicate the
point which achieves the channel capacity of the system as
given in (33). We observe that the achievable capacity of the
ISI cancellation processing outperforms the other two signif-
icantly, and the sampling processing is approximately twice
as good as the correlation processing. A channel capacity of
nearly 1 bit per channel utilization can be achieved by the ISI
cancellation processing; while the sampling and the correlation
based processing only yield capacities less than 0.2. It is also
observed that the achievable channel capacity increases along
with due to less effect of ISI, as one would expect. From the
results obtained, we conclude that proposed ISI cancellation
processing is very desirable for nanoscale receivers for its low
complexity and outstanding performance.

Fig. 8. The attainable mutual information versus the a priori probability for
the short-range diffusion-based communication. One-shot detection with per-
fect knowledge of is adopted. s.

In Fig. 8, we plot the maximum attainable mutual information
for the proposed communication system under the same setup
as in Fig. 7 in both two and three dimensions, i.e., and 3.
We present the results corresponding to s. It is observed
that higher mutual information can be achieved in higher dimen-
sions for all three techniques of signal processing. This results
from the fact that the factor of dimension serves as the expo-
nent affecting the decaying rate of the concentration function
with time, which in turn lowers the effect of ISI. In particular,
we observe that the techniques of sampling and correlation pro-
cessing both benefit from the effect of higher dimensions much
more obvious than the ISI cancellation processing. This is ex-
pected since most of the ISI component in the received concen-
tration function has already been eliminated in the latter case as
explained in Section III-C.
Continuing from Fig. 7, in Fig. 9 we plot the maximum attain-

able mutual information in one dimension with 100 interfering
signaling intervals, i.e., for performance comparison.
The rest of the parameters are the same as that in Fig. 7. Due to
the effect of higher level of interference, the attainable channel
capacities of the techniques of the sampling processing and the
correlation processing both decrease by a certain amount. On
the other hand, it is observed that for the ISI cancellation pro-
cessing, the curves corresponding to and
nearly overlap. We omit the corresponding results in higher di-
mensions and for longer signaling intervals since the effect of
interference only becomes less significant as explained previ-
ously. The results suggest that the setting of 20 interfering sig-
naling intervals successfully characterizes the system perfor-
mance with infinite channel memorywhen the proposed ISI can-
cellation processing is adopted. A channel capacity of 1 bit per
channel utilization can be ultimately achieved by extending the
duration of the signaling interval.
From the previous results we have observed that the achiev-

able channel capacity increases along with the length of the sig-
naling interval and the dimension of the space . We next
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Fig. 9. The attainable mutual information versus the a priori probability for
the short-range diffusion-based communication. One-shot detection with per-
fect knowledge of is adopted. s; .

Fig. 10. The theoretical maximum throughput versus the length of signaling
interval for the short-range diffusion-based communication. One-shot de-
tection with perfect knowledge of is adopted.

experiment with the optimal setting for to achieve the the-
oretical maximum throughput (bits per second). In Fig. 10, we
plot the theoretical maximum throughput as a function of
for all three signal processing techniques and for and
3 in the short-range communication scenario. In Fig. 11, we
present the corresponding results for the long-range commu-
nication scenario. By comparing Figs. 10 and 11, we observe
that the proposed system yields higher theoretical throughput in
short-range communication for all signal processing techniques
and for and 3. The relative performance among dif-
ferent processing techniques and different dimensions is, how-
ever, similar between the cases of short-range and long-range
communication. It is again shown that the performance of the

Fig. 11. The theoretical maximum throughput versus the length of signaling
interval for the long-range diffusion-based communication. One-shot detec-
tion with perfect knowledge of is adopted.

ISI cancellation processing stands out under various system set-
tings. Specifically, in the case of short-range communication, a
theoretical maximum throughput of approximately 1, 1.4, and
1.8 bits per second is achieved for and 3, respec-
tively. This is to be compared with the maximum throughput
given by the sampling processing in three dimensions, which is
slightly below 0.4 bits per second. For the case of long-range
communication, we have approximately 0.43, 0.61, and 0.75
bits per second for and 3, respectively. The maximum
throughput given by the sampling processing in three dimen-
sions in this case falls below 0.15 bits per second.

B. One-Shot Detection With No a Priori Information

In Figs. 12 and 13, we plot the attainable mutual informa-
tion with no knowledge of the a priori probability for two and
three dimensions, i.e., and 3, respectively. The curves
corresponding to the cases where the perfect knowledge of
is available to the receiver are also plotted for ease of compar-
ison. Parameters for short-range communication are applied in
both figures. The squares correspond to the values of which
give the maximum amount of information as defined in (34).
For the techniques of sampling and correlation processing, we
see that the system entails huge performance loss when there is
a mismatch between a presumed value and the actual value of .
This is expected since the distribution of ISI is dependent on
as shown in (24). Exact knowledge of the a priori probability at
the receiver is thus important for the system to operate properly.
In higher dimensions the penalty for not having the knowledge
of is lower due to less effect of ISI as explained previously.
On the other hand, the ISI cancellation processing without the
knowledge of the a priori probability still achieves the same
channel capacity as before, and the two curves nearly overlap.
This suggests that the knowledge of a priori information is not
needed for the system to operate satisfactorily when the ISI can-
cellation processing is employed.



6042 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 62, NO. 22, NOVEMBER 15, 2014

Fig. 12. The attainable mutual information versus the a priori probability for
the short-range diffusion-based communication. One-shot detection both with
and without knowledge of is adopted. s; .

Fig. 13. The attainable mutual information versus the a priori probability for
the short-range diffusion-based communication. One-shot detection both with
and without knowledge of is adopted. s; .

C. Sequence Detection Using RS-Viterbi

In Fig. 14, we plot the theoretical maximum throughput
versus the length of the signaling interval for the ISI cancel-
lation processing using the RS-Viterbi algorithm for
and 3. Parameters for short-range communication are applied.
The bit error probability of the RS-Viterbi detection scheme
is first simulated and then used to compute the theoretical
throughput. For the simulation we set the a priori probability

and the order of memory . The curves cor-
responding to the ISI cancellation processing using one-shot
detection are also plotted for ease of comparison. The dotted
line indicates the curve of the optimal case of 1 bit per channel
utilization, or equivalently, the optimal throughput of
bits per second. As expected, the sequence detection yields

Fig. 14. The theoretical maximum throughput versus the length of signaling
interval for the short-range diffusion-based communication. The ISI cancel-
lation processing using both the one-shot detection and the RS-Viterbi sequence
detection are adopted. We set for RS-Viterbi; .

lower error probabilities, hence higher maximum throughput
since more information is utilized for the determination of
the transmitted bits. Approximately 2.4, 2.6, and 2.6 times
higher maximum throughput than the one-shot detection can
be achieved by the RS-Viterbi sequence detection for
and 3, respectively. One should note that, however, such per-
formance gain comes at the cost of computational complexity
which is orders of magnitude higher than that of the one-shot
detection. Furthermore, to actually benefit from using the
sequence detection scheme, the system has to operate at a very
short signaling interval, which raises the issue of the synchro-
nization design. Though perfect synchronization between the
transmitter and the receiver is assumed in this work, we envi-
sion the synchronization design to be based on sending training
molecular impulses and detecting the pulse peaks. Having a
very short signaling interval thus hinders the design of the
synchronization mechanism. Considering the potential perfor-
mance difference, feasibility, and the capabilities of nanoscale
devices, we conclude that the ISI cancellation processing with
one-shot detection is the most promising design framework for
receivers of diffusion-based communication systems.

VIII. CONCLUSION

In this paper, we have proposed a diffusion-based commu-
nication system for transmission of binary digital information.
At the transmitter, we have considered OOK with stochastic
signaling, where the number of molecules emitted for binary
signaling exhibits randomness with known statistical proper-
ties. A diffusion channel with memory in the cases of one, two,
and three dimensions all have been considered. Three signal
processing techniques for the molecular concentration with
low computational complexity have been proposed including
an ISI cancellation technique. Both a low-complexity one-shot
optimal detector designed for mutual information maximization
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and a sequence detector using the RS-Viterbi algorithm have
been proposed and analyzed. An asymptotic ML estimator
for estimating the randomness of the molecular emission by
the transmitter has also been proposed. Numerical results
indicate that the proposed ISI cancellation processing which
operates by taking the difference of two samples followed
by the one-shot optimal detector can achieve near-optimal
throughput without the need of a priori information over a wide
range of system parameters of practical interest. The proposed
receiver design guarantees diffusion-based communication
to be operated without failure in the case of infinite channel
memory. A channel capacity of 1 bit per channel utilization
can be ultimately achieved by extending the duration of the
signaling interval.
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