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Today’s society is driven by ever-growing information needs, which cause increased de-
mand for ubiquitous and very high speed wireless communications. In search for the urgent
need of improved coverage and capacity, cellular networks are currently undergoing a ma-
jor transformation from an architecture comprised of thoroughly planned macrocell base
stations (MBSs) to a much more heterogeneous architecture where the macrocell network
is underlaid by one or several tiers of unevenly deployed small cells. However, this new set

K ds: . C . .
Fg/n‘t/gz;l of technologies is not exempt of several challenges. Backhaul is still an unresolved issue,
Femtorelay i.e. which is the best technology for the small cell to reach the core network. In the case

Relay of uncoordinated co-channel deployments where the macrocell and small cell tier share

Small cells the spectrum (e.g. femtocells or metrocells), the interference is also a major problem. In
Heterogeneous networks this paper, a new concept and architecture called femtorelays is introduced as a novel so-
Interference lution for next generation small cell problems. A femtorelay is a small cell access point

Backhaul congestion that enables improved cellular coverage within indoor environments while increasing the

overall system capacity through spatial frequency reuse. Working as an open-access small
cell, it provides dual-backhaul connectivity to the core network for registered and unreg-
istered users. One of the backhaul connections is the internet-based, and the second one is
the relay-based operating on the spectrum owned by the wireless carrier. The radio inter-
ference between the macrocell and the small cell is overcome by servicing the macrocell
interfering users at the femtorelay. Unlike the traffic from subscribers, this traffic will be
forwarded to the network through the relay-based backhaul. The internal architecture, the
approach employed to make the technology fit in existing networks, and future evolution
of the basic femtorelays for larger scenarios are also presented. Finally, performance results
show the potential of this technology to outperform other existing solutions.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction including smartphones and tablets has tremendously in-
creased the need for high-speed broadband services. In
their last Visual Networking Index (VNI) report, Cisco fore-
casted an 18-fold traffic increase by 2016, reaching the
quantity of 10.8 exabytes of data per month [ 1]. In addition,
studies also show that more than 50% of voice traffic and
70% of cellular data traffic originate from indoor and en-
terprise environments [2]. Cellular networks are thus faced
with the challenges of providing enormous system capac-

An unprecedented revolution is taking place in the field
of wireless communications, driven by the ubiquitous de-
mands from mobile users for ever-increasing wireless data
and services. The proliferation of wireless mobile devices
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ity and achieving superior cellular coverage.

As a result of this context, the design and development
of 4G cellular systems and beyond such as 3GPP’s Long
Term Evolution (LTE) Advanced are being shaped by this
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challenge. Since techniques from the past such as increas-
ing the amount of spectrum or the number of macrocell
base stations (MBSs) have become prohibitively expensive,
these new systems are all in need of incorporating funda-
mental advances in their core technologies to enable the
delivery of extremely high data rates to the end user. A
wide spectrum of new techniques comprising, among oth-
ers, carrier aggregation, advanced MIMO, cooperative com-
munication, and self-organizing networks are currently
being both investigated and standardized [3]. However,
historical data regarding capacity improvements in wire-
less networks show that the largest gains ever obtained
come mainly from the use of smaller cells. These can pro-
vide an increase in network capacity of more than three
orders of magnitude [2,4].

For this reason, the paradigm of Heterogeneous Cellular
Networks (HetNet), comprised of a macrocell network
underlaid by one or several tiers of small cells, has
become a key element in the envisioned future cellular
system of every wireless carrier across the world [4]. A
tremendous activity on small cells has been conducted
in recent years by standardization bodies including 3GPP,
3GPP2 and the WiMAX forum [5,6]. Similarly, world-wide
academic research and industry efforts, which include
leading service providers and equipment manufacturers,
have embraced small cell technology as a key element for
future wireless cellular systems.

Small cell systems of reduced coverage are utilized by
wireless carriers as one of the primary solutions to improve
signal quality, cellular coverage and capacity at places like
hotspots, macrocell edges, and indoor environments. The
deployment of these systems can be carefully planned by
the operator or rather random as users may deploy them
by themselves. The size of the coverage areas may differ
as well, ranging from 10-15 m up to 1-2 km. Hence, a
varied range of small cell solutions for 3G and 4G cellular
systems have already been adopted and deployed causing
the whole small cell market value to surpass $200 million
in 2012 [7]. More than 5 million small cells have already
been deployed and forecasts show that the deployments
of small cells will grow exponentially and reach over 90
million units by 2016 [8]. Nevertheless, most small cell
solutions available today, and particularly femtocells, often
suffer performance degradation due to severe interference
with other cells and backhaul bottleneck issues, among
others [2,9-12].

Current deployments of small cell solutions face several
major challenges that may inhibit their large-scale adop-
tion: (i) cross-tier interference, (ii) co-tier interference,
(iii) backhaul bottleneck, (iv) service degradation due to
user mobility, and (v) privacy issues. First, small cell users
and nearby macrocell users can significantly interfere with
each other when they operate in the same licensed band.
This cross-tier interference is the major issue in closed
access deployments [9]. Second, small cells deployed in
proximity can also interfere with each other. This co-tier
interference can be a major issue in enterprise scenarios
where many femtocells are densely deployed in a build-
ing. Third, the internet-based backhaul may suffer conges-
tion resulting in a backhaul bottleneck [10] that fails to
provide consistent and required quality of service (QoS) to

satisfy user expectations. Fourth, service may be degraded
or even interrupted when the mobile users hand over from
small cells to macrocells, from macrocells to small cells, or
among different small cells. Finally, privacy issue becomes
a major concern when privately-owned small cells such
as femtocells are open to macrocell users and their traf-
fic is routed through the femtocell owner’s private back-
haul [11].

To address the aforementioned small cell challenges,
we introduce the femtorelay technology, a novel, cost-
effective small cell solution offering better performance
than existing solutions. It aims to offer improved cellular
coverage, enhanced system capacity, and guaranteed QoS
and affords their mobile users a seamless wireless broad-
band experience. At the heart of our idea is the patented
femtorelay system architecture [13]. This novel architec-
ture lays the foundations of our innovations in relaying
technology, cross-tier and self-interference cancellation,
dynamic backhaul switching, co-tier coexistence optimiza-
tion through our multi-femtorelay centralized coordina-
tion technique, and enhanced user mobility. Moreover,
femtorelay does not require careful radio frequency plan-
ning or dedicated backhaul to the operator’s core network,
hence reducing capital expenditure (CAPEX) and operating
expense (OPEX) not only when compared to the expensive
deployment of traditional base stations, but also to other
small cell solutions. The overall capacity of the system will
be enhanced, allowing the accommodation of more data-
demanding customers in the network.

Specifically, the femtorelay small cell technology pro-
vides the following benefits:

e Improvement of cell coverage. Anovel architecture is pro-
posed with the capability of relaying the macrocell traf-
fic between MBSs and macrocell users (MUs) at the
cell edge with the target of increasing the coverage of
macrocells. Moreover, the indoor coverage is simulta-
neously improved by the deployment of femtorelay for
small cell users.

e Enhancement of system capacity. The system capacity is
mainly enhanced by minimization and cancellation of
cross-tier, co-tier, and self-interference. First, the relay-
ing technology effectively minimizes cross-tier inter-
ference between macrocell users and small cell users.
Second, coordination through a centralized manage-
ment entity in the multi-femtorelay minimizes co-tier
interference in large indoor environments. Third, a new
self-interference cancellation technique based on both
active and passive approaches is developed to cancel
the interference from the transmitted signal in the re-
ceiving path to enable full-duplex transmission on the
same frequency bands, which further enhances system
capacity.

e Guarantee of QoS. The QoS is guaranteed by two inno-
vations: (i) dynamic backhaul switching and (ii) seam-
less mobility. First, since industry trials have shown
difficulties for femtocell data transfer over a single IP
backhaul, a key innovation of this technology is the
enabling of a dual backhaul via relaying for QoS en-
hancement at a single small cell access point. Second,
seamless handling of users moving in and out of the
small cell coverage area is achieved through novel mo-
bility management procedures. Also supported is the
feature of backhaul switching, which performs load bal-
ancing to guarantee users’ QoS.
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e Transparent support and scalability. A gateway compo-
nent for the core network to facilitate rapid large-scale
adoption is introduced. This gateway, providing stan-
dard interfaces to the network elements, helps to sig-
nificantly minimize the impact of our technology on the
network. The gateway also acts as an aggregator of traf-
fic from several of our small cell access points toward
the network.

The remainder of this paper is organized as follows.
Section 2 gives an overview of technologies related to the
femtorelay concept, namely femtocells, relays and other
combinations of both. In Section 3 the femtorelay con-
cept is described along with its main features. Section 4
describes the network architecture, i.e. how this technol-
ogy is compliant with the existing network infrastructure.
Performance evaluation results are shown in Section 5,
and Section 6 presents the evolution of this technology for
larger coverage scenarios. Finally, conclusions are drawn in
Section 7.

2. Related technologies

The limitations behind current femtocell and relay tech-
nologies motivated the development of the femtorelay
concept. Other solutions have attempted to exploit syner-
gies between relays and femtocells at different levels. We
propose a novel approach with great potential to provide
significant advantages compared to previous ones. Before
describing in detail our proposal, we introduce femtocells,
relays, and existing approaches of merging them.

2.1. Femtocells

Femtocells have appeared in recent years as an alterna-
tive technology for service providers to expand the cover-
age and capacity of their networks in indoor environments
[14]. In a typical network a user is served by a base station
(NodeB or eNodeB in 3GPP terms) [15,16] whose deploy-
ment is planned and performed by the service provider.
The coverage provided by the base station is referred to as
the “cell”. According to the size of the cell, different names
are further used to differentiate them: macrocell, microcell
and picocell (in decreasing order of size). Currently, femto-
cells are the smallest member of this set.

The femtocell service is provided by a device called
femtocell access point, or FAP (Home NodeB, or Home
eNodeB in 3GPP terms) [5,16]. The FAP is a small size, low
cost, and low power device acquired and installed by the
end user within the indoor environment. Its purpose is to
provide an enhanced indoor coverage to a small number of
users (5-10 users).! This is achieved due to the relatively
small distance between the FAP and the end user compared
to the distance to the base station. As shown in Fig. 1,
the connection between the FAP and the core network
(CN) of the service provider is done through an internet
protocol (IP) backhaul such as an internet connection. On
the CN side, to ease the load on the existing CN elements,

1 This number keeps increasing as technology evolves and new
scenarios for femtocells are proposed.

Service
Provider

Fig. 1. Femtocell network architecture.

a gateway may be introduced in order to support the
signaling and data connections received and transmitted
from the FAPs. This scheme introduces new challenges and
requirements for femtocell deployments.

The fact that the end user is the one that decides when
and where the FAP is installed leads to the first set of re-
quirements. First, the FAP should allow a plug-n-play in-
stallation in order to minimize any intervention from the
end user. Second, the service provider can no longer pre-
plan the precise deployment of these devices. Therefore,
femtocells should dynamically self-adjust to the environ-
ment in which they are deployed in order to maintain and
improve the network stability and performance.

In addition to the end users’ freedom of FAP deploy-
ment, the utilization of the end user’s internet connection
as the link between the FAP and the CN provides the second
set of requirements and constraints. First, the internet con-
nection used by the FAP is also shared by all other home de-
vices that require internet access, such as laptops, tablets,
home entertainment systems, etc. Therefore, the quality of
the service provided by the femtocell may be hindered by
the internet connection usage due to other devices within
the home network. From the service provider point of view,
this is an important issue since (in the general case) it has
no control over the internet connection of the end user, as
to prioritize the femtocell traffic. In addition, any degra-
dation of the performance provided by the femtocell is
perceived by the end user as a fault of the femtocell irre-
spective of whether the degradation is due to the internet
connection or the FAP. This leads to lower customer satis-
faction and higher risk of churn. Second, the end user may
want to limit the access to his femtocell to a specific set
of devices. The reason for this behavior is the fact that all
femtocell traffic is traversing the local network and using
the private internet connection. This has led to the intro-
duction of different “access modes” for femtocells: open
(anyone can connect), hybrid (anyone can connect, but re-
ceiving different priorities), and closed (a specific set of
authorized devices can connect). While typical femtocell
deployments are characterized by having to deal with in-
terference issues with the rest of the cells in the network,
closed femtocells aggravate these interference issues.

In a typical femtocell scenario, the uplink transmission
of the femtocell user (FU) will cause interference to the
base station, while the downlink transmission of the base
station will cause interference to the FU. In a closed
femtocell scenario, non-authorized macrocell users (MU)
can get as close as they desire to the FAP and still not be able
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to access the femtocell service. This causes the interference
problems to increase even more. The non-authorized user
may receive strong downlink interference from the FAP,
while at the same time the FAP may receive strong
uplink interference from the non-authorized user. In open
and hybrid femtocells the non-authorized user could be
switched so as to be served by the FAP. However, in a
closed femtocell the non-authorized user is not allowed
to connect to the FAP. These scenarios have been studied
in detail by 3GPP [17] and academia [18-24], and several
techniques to mitigate these interference issues have been
proposed. In [18], the use of a different carrier for HSPA
FAPs is proposed to mitigate downlink interference, as well
as the dynamic adjustment of their transmission power.
However, reducing the transmission power has the side
effect of reducing the coverage and capacity of the FAPs.
To mitigate uplink interference, limiting the transmission
power of the FU is proposed in [19]. For OFDMA FAPs,
several techniques are proposed in [21] for orthogonal and
co-channel FAP deployments. In general, the techniques
can be classified as static or dynamic, centralized or
distributed, and cooperative or noncooperative. Within
this framework, the concept of self-organizing networks
has gained significant importance as a tool to tackle
the interference problem [22,24], due to the dynamic
nature of femtocell deployments. However, most of
these techniques would require extensive proprietary
modifications to the current femtocell standards in order
to be effective.

2.2. Relays

Relays and repeaters have been considered as a cost
effective solution under the heterogeneous paradigm to
improve radio coverage as well as to accommodate the
ever-growing cellular data traffic [25]. Analog repeaters
are devices that simply amplify the received analog sig-
nals from base stations and forward them to the users. One
of the fundamental limitations of this approach is that re-
peaters also amplify the noise accompanying the analog
signal. Relays are an alternative and a more evolved tech-
nology compared to analog repeaters [26]. A relay node
(RN) is a low-powered base station serving a smaller num-
ber of users and has a carrier-based wireless backhaul with
the macrocell base station. It is generally capable of down-
converting the received signal from the MBS to baseband,
thereby being able to decode and process the signal be-
fore transmitting it to the users. In general, the amount of
processing an RN performs can differ largely. Certain relay
implementations just enable demodulation and remodu-
lation of the baseband signal, whereas others can actu-
ally enable decoding and processing of data including error
handling, fragmentation, packing, rescheduling and re-
encoding [26]. An RN typically communicates with the
mobile users in a point-to-multipoint fashion. The MBS
communicates to RN in a point-to-multipoint fashion just
as it communicates with mobile stations. Thus when both
MBS and RN communicate to different mobile users using
the same resources concurrently, it results in increased fre-
quency reuse.

There are several use cases of relays in a typical cellular
network. This is illustrated in the Fig. 2.

Fig. 2. Use cases of relays in cellular networks.

e Relays provide coverage extension beyond the cell edge.
This is particularly resourceful in rural and sparsely
populated areas to provide coverage beyond the cover-
age regions of macrocells.

e Relays also help overcome shadow regions in densely
populated areas or the coverage holes in tunnels,
subways to provide seamless coverage for mobile users.

e Relays, in certain cases, provide multipath diversity for
users within the macrocell coverage area. The macrocell
can decide to transmit to the user simultaneously using
both the direct one-hop link as well as the two-hop link
through a relay node based on the traffic parameters.
Such a configuration helps to increase the link capacity,
although it does not contribute significantly to an
improved network coverage.

e Lastly, multi-hop relays can also provide coverage ex-
tensions in hilly areas or other areas where it is difficult
to provide infrastructure for a full-fledged base station.

2.2.1. Relaying schemes

Several relay architectures have been proposed for
cellular systems [27-30], the key candidates being LTE-Ad-
vanced. Such relay architectures can be broadly classified
into two categories: transparent relays and non-transpar-
ent relays depending on whether the RN can generate
control messages or not [31-33]. These RNs can operate
in two different modes—(1) simultaneous transmit and
receive (STR) and (2) time-division transmit and receive
(TTR). These relaying schemes are discussed briefly as
follows.

Non-transparent and transparent relays

Non-transparent relays are capable of having unique
cell IDs and generating their own downlink synchroniza-
tion and control messages. This type of relay is able to
schedule radio resources within its own cell. The dis-
tributed control also lets the mobile users to recognize
the RN as an independent base station. Hence, the non-
transparent RN can be considered as a small base station
with full capabilities equipped with a wireless backhaul
link to the network. The primary goals of non-transparent
relays are to extend the signal coverage for remote users
while also improving the total system capacity. Typically,
this type of relay forwards Layer 3 packets between MBS
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and mobile users. Non-transparent relays have been pro-
posed for IMT-Advanced systems including IEEE 802.16m
and LTE-Advanced. Transparent relays, on the other hand,
are not capable of having their own cell IDs or able
to broadcast downlink synchronization and control mes-
sages. In this case, the mobile users first synchronize with
the MBS. The RN is able to hear the uplink transmission
from nearby users and reports this to the MBS. The MBS
after accepting the user into the network can make deci-
sions to either send downlink transmission directly to the
mobile user or through the RN. In the latter case, the MBS
instructs the RN regarding the transmission frames. Users
within the coverage area of the MBS can benefit due to the
transmission from the RN in addition to the transmission
on the direct path from the MBS. Hence, this type of relay
primarily serves to enhance the link capacity for such users
as well as the overall system capacity by means of provid-
ing multi-path diversity to mobile users.

TTR and STR modes

Relays can operate in two different modes—(1) time-
division transmit and receive (TTR) and (2) simultaneous
transmit and receive (STR). The downlink frame configu-
ration for both TTR and STR relays are shown in Fig. 3.
Under the TTR mode, relays operate in a time divided fash-
ion while receiving signals from MBS (as a user) and trans-
mitting toward the MS (as a base station). In other words,
transmission from MBS to RN takes place in time t,, while
the transmission from RN to users takes place in time
t1. The uplink transmission takes place in a similar fash-
ion. This configuration allows relays to use the same radio
frames used by the base station. Under the STR mode, relay
concurrently receives DL transmission from the MBS while
also transmitting on the DL to the users. If the BS = RN and
RN = MS transmissions use the same resources, it results
in self-interference, where the RN receives its own trans-
mission as interference. This is generally avoided by mod-
ifying the frame structure to reserve dedicated resources
for the BS = RN and RN = MS communication links. At
the same time, this could also result in under-utilization
of the radio resources. In order to overcome this dilemma,
self-interference cancellation schemes must be used at the
relay node to mitigate or eliminate the loop interference.

2.2.2. Relay benefits and limitations

Relays offer several advantages. We have seen that re-
lays address the problems of coverage and capacity. The al-
ternative to the relay based solution is to deploy a larger
number of micro or macro base stations. The disadvan-
tage of the latter approach is that deploying new base
stations will involve significant costs for initial deploy-
ment owing to the infrastructure required and subsequent
maintenance of the dedicated wired/microwave point to
point backhaul. On the other hand, since relays use wire-
less backhaul, the capital and operational costs are largely
subsidized. Relays also offer deployment in an ad hoc fash-
ion compared to fixed base station or other infrastructure-
based small cell solutions since they do not require any
wired backhaul to the core network; it also provides flex-
ibility in the coverage area. Another major advantage of
relays depending on the implementation is that they can
range from very-low to low complexity in terms of the
hardware involved resulting in low equipment costs.

TTR Frame Structure

DL MBS
Frame Structure

Preamble [Transmit MBS > RN|Transmit MBS -> User

DL RN

Frame Structure Preamble|Receive MBS ->RN|Transmit RN - User

Time

STR Frame Structure

Freq 1| Preamble Transmit MBS > RN

DL MBS
Frame Structure

Freq 2| Preamble Transmit MBS - User

Freq 1| Preamble Receive MBS > RN

DL RN
Frame Structure

Freq 2| Preamble

Transmit RN -> User

Fig. 3. Downlink frame configuration for relay-enabled cellular network.

Relays have their inherent disadvantages, as well.
Firstly, relays are susceptible to radio link failures at the
backhaul, in which case, the mobile users can experience
long delays and connection errors. Secondly, relays intro-
duce additional interference into the network since they
utilize the same spectrum as the BSs for communicating
with the users. Thirdly, since relays need to decode the re-
ceived signal and perform significant amount of processing
before they can forward the signal to the destination node,
relays offer increased network capacity at the expense of
increased end-to-end latency. Certain configurations of re-
lays require security key sharing with the serving base sta-
tion, or even being able to generate and share keys with
mobile users which can be a violation under the major net-
work policies. Lastly, efficient relay operation calls for so-
phisticated radio resource management techniques.

2.3. Femtocell and relay combinations

Although our femtorelay patented technology [13]
described in this paper proposes a novel approach to
exploit femtocells and relays synergic advantages, there
are several other works in the literature that aim to
obtain some gain out of the combination of femtocells
and relays in cellular networks. In [34-36], femtocell users
act as relays for macrocell users by relaying their data
to the serving femtocell. The authors of [37] proposed a
concept where signal decoding is not performed at the
femtocell but at the MBS, and both FUs and MUs can
access the open-access single-backhaul femtocell. Works
targeted to improve backhaul performance by using both
relay and femtocell internet-based backhauls have also
been proposed. In [38] the femtocell backhaul is used to
aid the macrocell backhaul when the latter is congested,
and [39] proposes a rate-splitting approach where MUs
can share their load between the direct macrocell link and
an open-access femtocell using internet-based backhaul.
Femtocells and relays can also coordinate to improve
mobility or resource allocation performance as shown
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in [40,41], respectively. All these concepts are very
different from ours since no new small cell technology is
proposed in any of them. Furthermore, they suffer from
the need of re-architecting the network. Only the authors
of [42] use a similar concept to ours for a femtocell
and relay cooperation framework, but they assume LTE
relay-enabled networks and hence their concept is not
applicable to 3G networks. Further, femtocells need to be
underutilized to be useful for MUs since no additional
mechanism for optimizing femtocell resources is applied.
Moreover, no self-interference mechanism is applied for an
optimal usage of the available resources.

Femtocell
Users

Fig. 4. Femtorelay.

3. Femtorelay concept description

A femtorelay is a small cell technology aimed at
improving cellular coverage within indoor environments
such as dwellings or enterprises while also increasing the
overall system capacity through spatial frequency reuse.
On the access network, a femtorelay access point (FrAP)
serves as the access point providing cellular connectivity
for the users within its coverage area. Fig. 4 depicts a
FrAP operating in a home environment, which includes
a wireless small cell access point with a dual backhaul,
one internet-based and another one relay-based, the latter
one operating on carrier’s licensed spectrum. As shown in
Fig. 5, the internet-based backhaul connects to a Femtocell
Gateway acting as an aggregator of several FrAPs traffic
toward the CN [43,44]. The relay-based backhaul is enabled
by a relay link between the FrAP and the MBS [26,45,46]
that is supported from the core network side by means
of a femtorelay gateway (FrGW). The FrGW, as part of
the core network, enables transparent integration of FrAP
into the network. Furthermore, an open-access approach
is employed for servicing users, which means that the
femtorelay users could be pre-registered with the FrAP as
in the case of regular femtocell users (FUs) or just regular
subscribers to the network operator, also referred to as
macrocell users (MUs) [11,47,48].

Fig. 6 shows a simplified block diagram of the internal
architecture of a FrAP. At a high level, it consists of
(i) a femto processing module that is responsible for
providing radio link to both FUs and MU, (ii) a relaying
module that provides a relay-based backhaul with the
MBS used primarily for serving MU traffic, (iii) a smart

Femtocell
Gateway

Fig.5. Cellular network architecture with FrAP and FrGW.

Antenna A Antenna B

Self-
Interference |

Cancellation
Femto Smart X
Processing .« R ce ¢ > Relaying
Module Manager ¢ . Module

| Performance L —
Ethernet: o
Module

| Monitor <
Fig. 6. Functional block diagram of FrAP.

v

Mobility |
Management

open-access resource manager that is able to intelligently
allocate resources to both FUs and MUs, (iv) a performance
monitor that is able to monitor the backhaul performance
of users, (v) a mobility management module that enables
handover and backhaul switching procedures for users,
and (vi) a self-interference cancellation unit providing full-
duplexing capabilities.

There are significant advantages of deploying femtore-
lays, as it will be further elaborated in the rest of this sec-
tion. The crucial problem of the radio interference between
the macrocell and small cell is overcome by serving the in-
terfering MUs residing within the small cell coverage area
directly from the small cell through the relay-based back-
haul. The dual backhaul feature also promises improved
QoS for users and supports novel functions including back-
haul switching to enhance user experience. The flexible
femtorelay approach of utilizing multiple backhauls to ac-
cess the core network and minimize the interference im-
proves users QoS and is a unique feature of this technology.

3.1. Cross-tier interference management

The FrAP provides the radio link for the users under its
coverage area. With current technologies, the presence of
MUs in the small cell coverage area causes performance
degradation to the users of both the macrocell and the
small cell [49-53,9]. With our technology, the strongly
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interfering MUs in the coverage area are served by the
FrAP. The traffic of these users is forwarded through the
relay-based backhaul with the help of the relaying unit.
By doing so, the cross-tier interference can be largely
mitigated. Since FrAP serves both MU and FU traffic, a
smart resource manager allocates resources intelligently
between these users.

3.2. QoS guarantee

The relaying module of the FrAP is responsible for es-
tablishing a relay link with a nearby macrocell. The relay
link acts as a secondary backhaul for the FrAP in addition
to the internet-based backhaul and it is mainly used for
serving the MUs that are attached to the FrAP. The per-
formance monitor unit tracks the backhaul performance of
all the users. The QoS is guaranteed for the users with the
help of dynamic backhaul switching and seamless mobil-
ity handling. The mobility management module is respon-
sible for performing the above tasks. Dynamic backhaul
switching is concerned with switching the backhaul for a
user that experiences service degradation due to conges-
tion in one of the backhauls. Backhaul switching primarily
applies to FUs since they are registered users with poten-
tially strict QoS requirements and the internet-based back-
haul is highly prone to performance degradation. However,
the switching mechanism is applicable for MUs as well.
Seamless mobility handling concerns with hand-in and
hand-out of users between FrAP and nearby cells. When-
ever a user experiences service degradation, an indication
is sent to the mobility management module. It evaluates
the service requirement and, if possible, performs back-
haul switching for the user. If backhaul switching cannot
satisfy the service requirement, a novel handover proce-
dure initiates a handover request to a nearby cell [54-56].
To summarize, our femtorelay tackles the key problems of
backhaul limitations and user mobility and ultimately pro-
vides superior QoS performance to users.

3.3. Self-interference cancellation

The relaying operation of the FrAP requires radio re-
sources to be used for communication with the macro-
cell. Typically, the macrocell allocates resources to the
relaying unit for the wireless backhaul link. The smart re-
source manager takes into account this information to as-
sign radio resources for the users it serves. In addition,
to achieve better spectral efficiency, each FrAP transmit-
ter may operate in the same frequency band as its receiver
and perform simultaneous transmission and reception for
the access and relay links [56-62], resulting in full-duplex
operation. It has been shown that full-duplex communi-
cation can add capacity to wireless networks [63]. How-
ever, the full-duplex operation of the FrAP results in the
phenomenon of self-interference, where a signal from the
transmitter causes a strong interference at the receiver and
makes signal extraction infeasible [64-66]. The FrAP in-
cludes a robust self-interference cancellation scheme to
mitigate the undesired feedback signal and operate in a
full-duplex mode.

The self-interference feedback channel, as shown in
Fig. 7, exists between the FemtoRelay transmitter and
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Fig. 7. Self-interference channel.

receiver. For example, the BS will send downlink traffic
to the FrAP on f; while the traffic is then relayed to a
UE on fi. Similarly, the UE will send uplink traffic to the
FrAP on f,, which will then be relayed to the BS on f,. The
FrAP receivers operating on f; and f, will suffer from self-
interference from their respective transmitters. A similar
problem occurs when the FrAP backhaul channel is the
same as its access channel. The feedback channel can most
often be modeled as an indoor line-of-sight (LOS) channel
with additive white Gaussian noise (AWGN). It has been
shown that this channel is slowly time-varying [67].

To achieve full-duplex capability, FrAP includes a self-
interference cancellation mechanism. There are several
methods that attempt to address the self-interference
problem; these include physical isolation, active, and pas-
sive cancellation schemes.

e Physical isolation includes antenna placement that
reduces the interference power by orthogonal arrange-
ment or by increasing the path loss between anten-
nas through physical separation, RF circulators, etc.
Physical size constraints from the FrAP hardware de-
sign limit the extent to which this method can pro-
vide self-interference cancellation. In [68], up to 57 dB
self-interference attenuation is achieved withina 13" x
9” package with omni-directional antennas. Since path
loss is roughly based on a carrier frequency, physical
isolation provides wide-band self-interference cancel-
lation.

e Active self-interference cancellation involves injecting
an auxiliary signal into the receiver channel prior to
digitization [69] that, ideally, is an inverted version of
the interfering signal. The combined signals destruc-
tively interfere and result in reduced self-interference.
This operation can be done with such devices as the
Qhx module by Intersil [70], which achieves up to
20 dB isolation as an integrated chip. The chip is ad-
vertised as good for canceling spurs and phase noise.
Similar designs are studied in [71], where 72 dB can-
cellation is achieved across a 625 kHz bandwidth. An-
other approach is to place an auxiliary transmit antenna
a distance from the receive antenna such that the aux-
iliary signal arrives s radians of the carrier phase dif-
ferent from the offending signal [72]. One issue with
this approach is that the phase difference cannot be uni-
form across the entire bandwidth of a wide-band signal,
making it unsuitable for cellular systems that operate
in wide frequency bands or multiple frequency bands.
The use of two transmission antennas creates destruc-
tive interference not only at the local receiver, but also
in the far-field, leading to reduced signal levels at re-
mote receivers in some cases.
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e Passive self-interference cancellation involves remov-
ing the feedback signal without an auxiliary trans-
mitter, usually with a digital adaptive filter after
digitization. In [73], independent component analysis
is used to mitigate an unwanted feedback while leav-
ing desired received signals from remote users unaf-
fected. Numerous passive techniques such as the LMS
filter [74] that remove unwanted noise based on a
known reference signal are reviewed in the literature.
Passive schemes alone are unable to remove power-
ful self-interference signals when the signal is strong
enough to saturate the receiver amplifier, rendering the
sampled output bits useless.

Regardless of application, the successful self-interfer-
ence cancellation scheme will ideally suppress the feed-
back signal to the noise floor. As described further in
Section 5, FrAP includes a unique combination of active,
passive, and physical self-interference cancellation tech-
niques, which blends the features of each method while
mitigating their drawbacks, to enable full-duplex opera-
tion across a wide bandwidth.

3.4. Transparent support and scalability

In order to facilitate rapid large-scale adoption of our
technology, we introduce the FrGW, as shown in Fig. 5. Its
primary purpose is to significantly minimize the impact at
the user equipment, base stations, and core network’s gate-
ways due to having the relaying module as part of the FrAP.
The FrGW is a part of the operator’s core network and sup-
ports standard interfaces with other network elements. It
is able to efficiently decode and forward user data relayed
by the FrAP toward the core network gateway. Similarly, it
is also responsible for encapsulating data arriving from the
core network for the users and route the data to the cor-
responding FrAP. Thus, it also acts as an aggregator of traf-
fic from several FrAPs toward the network. In addition, the
FrGW enables not only the deployment of femtorelays in
a cellular network, but also regular relays that otherwise
would need to be supported by the standard. This means
that by using the FrGW, 3G and 4G relays could be deployed
in a standards-compliant way without the need to upgrade
the operators network infrastructure.

4. Femtorelay architecture

In this section, we define the functional description of
the femtorelay in a typical cellular network. We envision
seamless integration of femtorelays into the cellular ac-
cess and core network. It is, therefore, necessary to provide
a generic network architecture to highlight this smooth
integration. We explain the interaction between different
network elements with the FrAP and the FrGW, also pro-
viding the user plane and control plane behavior of fem-
torelay serving different user categories in the network.

4.1. Network architecture and connectivity

Femtorelay in a typical cellular network is presented in
Fig. 5. The femtorelay provides dual backhaul connectivity
to the core network leveraging the relaying capability

of the device in addition to the internet-based backhaul
that femtocells support. Femtorelays, due to their open
access feature, can allow both the FUs and MUs to connect
to its access link. The real difference is observed at the
backhaul through which the users are served. The FUs
who typically own the internet connection from their ISPs
are served over the internet-based backhaul to connect
to the core network. The MUs, who are typically visitors
into the femtorelay network, are served on the relay-
based backhaul. The internet-based backhaul is analogous
to the one that is observed with femtocells. Due to their
large scale deployment, traffic from several femtocells is
aggregated over the internet and then routed through a
femtocell gateway to the cellular operator’s network. For
the case of the relay-based backhaul, the Layer 3 user
packets are forwarded through the relay backhaul in two-
hops to the MBS. Our proposed FrGW, which acts as an
accumulator for the relayed traffic in the network, can
intelligently capture the packets sent by the femtorelay
and forwards the user packets to the core network. Based
on this proposed architecture, network-wide functions
carried out by the femtorelay are described as follows.

e Backhaul link establishment. Using our novel backhaul
establishment procedure and the FrGW, the relay
backhaul from the FrAP to the neighboring MBS is
established. To establish the backhaul link, the relay
module of the FrAP acts as a mobile user and establishes
a default session with the network through the FrGW.
The FrAP can utilize this default session to exchange the
backhaul signaling messages for user attachment.

e Session establishment procedure. The session establish-
ment procedure can be explained as follows. The FrAP
transmits downlink synchronization signals which are
received by users and the users can perform initial cell
attachment to establish the radio access link. With the
help of user classification and the novel resource man-
ager, a decision can be made regarding whether the
users are served through the internet-based backhaul
or the relay backhaul. If the internet-based backhaul
is selected, the session is established in the same way
as would be done in a femtocell. In case the users are
served by the relay backhaul, the default session setup
from the relaying module with the network is utilized
to negotiate the session with the core network for the
user. The session establishment procedure is completed
when the end-to-end connectivity is achieved for the
mobile users with the core network.

e Mobility procedure. Femtorelays support both the clas-
sical hand-in and hand-out of mobile users. In addi-
tion, femtorelays can also perform backhaul switching
for the mobile users when one of the backhauls experi-
ences link failure or service degradation. The backhaul
switching is achieved with the help of our novel perfor-
mance monitor unit within the femtorelay.

e Performance monitoring. Femtorelays are enabled with
a performance monitoring unit which is a software that
can intelligently track the performance achieved for the
users at the backhaul links. Whenever one of the links
experience congestion or failure (due to internet con-
gestion or radio link failure), the performance moni-
tor sends an indication to the mobility management



LF. Akyildiz et al. / Physical Communication 9 (2013) 1-15 9

module. The mobility management module can either
trigger a handover or a backhaul switching procedure
through the femto processing module to overcome the
backhaul link failures. The major advantage of the back-
haul switching is that the mobile user can still be con-
nected to the femtorelay network while overcoming
backhaul failure issues.

4.2. Protocols and network integration

The FrAP, similar to other RAN elements in the service
provider network, requires a backhaul connection in order
to communicate with the CN. Indeed, the FR has two back-
haul connections as mentioned in Section 3. The internet-
based backhaul is exactly the same as the one utilized by
a typical FAP for backhauling. As such, it utilizes the same
procedures, interfaces, and protocol stacks for the user and
control plane as the ones used by a femtocell [75-79]. On
the other hand, the protocols, procedures, and interfaces
differ for the wireless backhaul link.

From the wireless backhaul link point of view, the FrAP
and FrGW jointly provide an extra layer of tunneling that
enables a transparent exchange of data and control mes-
sages between the mobile user and the CN. The FrAP and
FrGW contain the necessary functionality to extract and
insert any message into this tunnel without loss of in-
formation. This is analogous to how virtual private net-
works (VPNs) are established between two VPN endpoints.
Over this tunnel, any protocol, procedure, and interface
can be executed. For example, in the LTE version of the
FrAP, this tunnel would support the X2 [78] and S1 [79]
interfaces that are already used by eNodeBs and Home
eNodeBs. In the UMTS/HSPA version, the tunnel would
support the Iu [80] or [uh [75,76] interface already used by
RNCs and Home NodeBs, respectively. From this descrip-
tion, it is clear that adding the FrGW in the CN plays a key
role to support the femtorelay concept.

In general, adding a new element to the CN requires
either to have this element standardized or to modify
the CN in order to be compatible with the new element.
Both options have their own advantages and drawbacks.
Without standardization of the new element, modifying
the CN to be compatible with the new element represents
a very high risk for an operator since there is no guarantee
that the modifications will achieve the desired results
without causing disruptions to their service. On the other
hand, the standardization path takes a long time to achieve,
but guarantees that all future networks will support the
new element. Nevertheless, even if the standardization
path took less time, operators are very cautious regarding
upgrading their equipment to newer versions of a standard
due to the high impact of any system disruption. Therefore,
the time taken for an operator to upgrade their equipments
(after standardization is completed) would significantly
delay the introduction of the new element. With this
in mind, we chose an option that lies between the
previous two: be compliant with existing standards by
providing standard interfaces to the new elements we are
introducing.

In order to avoid any modifications to the CN, the FFrGW
presents itself to the rest of CN elements as the radio

access network (RAN) element that is serving the end user.
In UMTS this corresponds to the RNC, while in LTE this
corresponds to the eNodeB. In this way, the rest of the CN
elements can talk with the FrGW using the interfaces and
protocols they already use to communicate with RNCs and
eNodeBs. Similarly, the FrGW presents itself to the RAN
as the CN element that is serving the user. In UMTS, this
corresponds to the SGSN, while in LTE this corresponds to
the S-GW and MME. In this way, the RAN can communicate
with the FrGW using the interfaces and protocols it already
uses to communicate with SGSNs, S-GW, and MME.

Even though we have described the FR architecture
using 3GPP’s terminology for UMTS and LTE, the FRis in no
way constrained to be implemented just in these two radio
access technologies (RATSs). The previous descriptions can
be mapped to other networks, such as WiMAX. It is because
of this, that we have not gone in more detail regarding the
specific protocols that will be used by the FR, since they
would depend on the RAT in which it is introduced.

5. Performance evaluation

In order to establish the merits of femtorelay’s per-
formance gains, we developed a simulation environment
utilizing OPNET, a high-fidelity wireless network simula-
tion platform. OPNET provides wireless suite for 3G and
4G cellular systems that enables rapid development and
optimization of wireless protocols and algorithms. Firstly,
we developed a complete femtocell network modeling
and development platform [50] with 3G femtocells (Home
NodeB) and femtocell gateway (Home NodeB Gateway)
implementing the necessary protocols required for femto-
cell operations. In a similar manner, we designed a com-
plete femtorelay model, incorporating the novel functions
of FrAP and FrGW in a 3G network. The internal architec-
ture of the femtorelay is obtained utilizing the functional
block diagram shown in Fig. 6 as a reference. Standard
protocols have been utilized for the tunneling functions
(GPRS tunneling protocol), radio layers on both the air in-
terfaces (including RRC, PDCP, MAC, and PHY) and other
related protocols. Both the femtocell and femtorelay mod-
els have been developed complying with the process and
element definitions established by 3GPP standards while
implementing their novel functions. The network topology
of the femtorelay OPNET model is shown in Fig. 8.

To evaluate the performance, extensive simulations
were conducted for femtorelay to determine the through-
put compared with closed-access (CSG) femtocells. Simu-
lations were performed using different configurations by
varying the transmit power of the access points, user dis-
tances, and traffic types, and results were obtained. In this
paper, we present our initial results where the through-
put of MUs and FUs data transmission have been mea-
sured to see how they are affected when both users are
in close proximity and transmit simultaneously under—(1)
CSG femtocells and (2) femtorelay. The user locations are
assumed to be randomly distributed within the coverage
area of the access points. The simulation parameters are
listed in Table 1.

The throughput performance of femtocells is com-
puted as a percentage of the data transmission rate and is
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Fig. 8. Femtorelay simulation network topology.
Table 1
Simulation parameters.
User traffic type CBR
User start times [100, 200] s
User finish times [700, 1000] s
BER required 1073
User traffic rate 100 kbps
Mean user distance 5m

illustrated in Fig. 9. In Fig. 9(a), the FUs start their transmis-
sion ahead of the MUs. As soon as the MUs start their trans-
mission, the throughput for the FUs drops to zero, while
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(a) FU throughput degradation.

100

the throughput of the MUs remains as high as 90%. Once
the MUs traffic flow comes to an end, the FUs are able to
achieve about 90% throughput. In the case of Fig. 9(b), the
FUs start the transmission first and are able to achieve 90%
throughput only as long as the MUs have not started trans-
mitting their data. When both MUs and FUs are transmit-
ting simultaneously, the throughputs for both the MUs and
FUs drop significantly. A different throughput performance
is observed in Fig. 9(c) where the throughput of MUs drops
to 30%, while the FUs’ throughput remains close to 90%. As
seen from these results, the cross-tier interference has a
significant role in the achievable performance in the net-
work where CSG femtocells are present.

In Fig. 10, two scenarios where FR distance from the
MUs and FUs vary are shown to highlight the throughput
performance. It can be observed that in both the scenarios
corresponding to Fig. 10(a) and (b), both the MUs and
FUs achieve more than 90% throughput during the
entire simulation time. In addition to the throughput vs.
time computation, the mean total throughputs for both
femtocells and femtorelay are computed and illustrated in
Fig. 10(c). When the cross-tier interference is high for the
case of femtocells, the mean total throughput is only about
30% as observed for femtorelay. When the interference in
the case of femtocells is low due to the user distances,
the femtorelay still achieves 1.5x higher mean total
throughput than CSG femtocells. These results indicate
clearly that femtorelays are a strong candidate to overcome
the cross-tier interference that inhibits the throughput
performance in small cells, and particularly in femtocells.
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Fig.9. Throughput performance under femtocell.
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Fig. 10. Throughput performance under femtorelay.

5.1. Self-interference cancellation performance

To evaluate the performance of the femtorelay’s self-
interference cancellation, we used MATLAB to simulate
a feedback channel and an adaptive active cancellation
mechanism. The performance of any self-interference can-
cellation scheme can be measured by attenuation power
across a certain bandwidth. Adjacent channel power (ACP)
and intermodulation intercept points (IIP) are also fac-
tors in measuring a receiver’s performance, which remain
part of future work on this concept. The required perfor-
mance differs by application. In the case of the FrAP, 3G
and 4G cellular networks are of interest. For example, for
WCDMA, the minimum f,—” where N; denotes interference

plus noise, required for a receiver to handle voice calls is
approximately 7 dB. With a processing gain of 25 dB and
received signal power, P ppcy, of —117 dBm, the combined
power from self-interference, receiver noise, and nearby
transmitters must be less than approximately —99 dBm
in order to satisfy this requirement [81]. Fig. 11 shows
the simulated performance of the femtorelay’s novel active
self-interference cancellation scheme when transmitting a
WCDMA signal, and the self-interference signal is drasti-
cally reduced across 5 MHz. Together with path loss and
passive interference power reduction, femtorelay can act
as a full-duplex node. In the time domain, the adaptive na-
ture of the cancellation is apparent. Future work includes
increasing the convergence rate and over interference at-
tenuation power, as well as implementation on software
defined radios for hardware validation.

6. Technology evolution for large scale indoor environ-
ments

Femtocells were initially envisioned as devices installed
by home users in their dwellings. As femtocells evolved,
they were introduced in larger indoor environments such
as airports, office buildings, shopping malls, and stadiums
in order to improve both capacity and coverage. Never-
theless, the fact that the femtocells are now confined in a
larger indoor environment does not eliminate the interfer-
ence and congestion problems associated with them. With
this in mind, we further expanded the femtorelay con-
cept to attack these two problems in larger indoor envi-
ronments (enterprise environments from now on).

The multi-femtorelay (MFR) is the femtorelay version
for enterprise environments [13]. The idea behind it is
to have a central entity in charge of managing and co-
ordinating the femtocells belonging to the enterprise en-
vironment, therefore, being closely located. Through this,
it is able to provide better resource management across
the femtocells compared to uncoordinated and distributed
management approaches.

While the concept of having a central entity managing
multiple femtocells can be mapped to the femtocell
gateway (HNB-GW or HeNB-GW in 3GPP terms), the MFR
differs in three things. First, the femtocell gateway is meant
to be part of the CN of the service provider, while the
central entity in the MFR is meant to be located within the
local premises of the enterprise environment. This leads
to the second difference: in the MFR, the central entity is
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Fig. 11. Active self-interference cancellation performance.

in charge of managing a small set of femtocells (i.e. just
the ones of the enterprise environment), compared to
the number of femtocells that are managed by femtocell
gateway. This allows the MFR to optimize the performance
of the enterprise femtocell networks in ways that are
computationally prohibitive for the HNB-GW to apply to
all the femtocells in the network. Third, and what makes it
unique, is that the central entity in the MFR has the same
type of wired and wireless backhaul as the femtorelay
and brings all the benefits of the femtorelay to enterprise
environments.

Fig. 12 illustrates the main components of an MFR.
First, there is the Relay Radio Component (RRd-C). The
main tasks associated with the RRd-C are to coordinate
the usage of resources among the FRd-C and to provide
both wireless and wired backhaul to the CN using similar
methods as the femtorelay. The second element is the
Femto Radio Component (FRd-C). The main role of the
FRd-C is to provide radio access to the MUs and FUs within
the enterprise environment. The link between the RRd-C
and the FRd-C can be done through a wired connection or
through wireless connection, depending on the scenario.
For example, in an office building the existing LAN can be
used to connect the FRd-C to the RRd-C, as shown in Fig. 13.
In tunnels and stadiums, wireless links may be more
appropriate if there are no pre-existing wired networks.
Regarding the internet-based backhaul, the RRd-C, the
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Fig. 12. MFR components.
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FRd-C or both may have it. For example, if all the FRd-C
belong to the same owner, having the internet-based
backhaul in the RRd-C is sufficient. However, if each FRd-C
belongs to a different owner, then each FRd-C may have its
own internet-based backhaul.

From the point of view of procedures, interfaces, and
protocols, the MFR borrows these directly from the fem-
torelay. Therefore, it is able to integrate seamlessly into
the network. In terms of managing the radio and backhaul
resources, both the RRd-C and FRd-C have resource man-
agers that closely interact and coordinate the resources
that should be used by each element of the MFR. This
coordination allows the MFR to achieve efficient configu-
rations within the enterprise environment to achieve mul-
tiple objectives, such as capacity optimization, mobility
robustness, load balancing, and energy savings. Currently,
we are exploring the methods to perform the coordination
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functionality of the MFR, while avoiding unnecessary over-
head in the backhaul between the RRd-C and FRd-C. We
are also exploring how the capacity of the relay backhaul
of the RRd-C may affect the performance within the MFR,
and methods to tackle it.

7. Conclusions

The demand for ubiquitous and very high speed wire-
less communications has shifted the paradigm of cellular
networks to an architecture of heterogeneous networks
composed of a combination of small cells and macrocells.
Nevertheless, interference and backhaul issues still hinder
the gains achievable through existing small cell technolo-
gies. To tackle these issues, a novel solution for next gener-
ation small cells, the femtorelay, has been introduced. The
internal architecture has been described, as well as how
this technology seamlessly integrates into existing 3G and
4G cellular networks. In addition, performance results have
been provided, depicting the potential of this technology
to outperform existing solutions. Further evolution of this
technology has also been described, as well as its applica-
tions in large scale indoor environments.
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