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Abstract—Recently, there has been a great deal of research on
using mobility in wireless sensor networks (WSNs) to facilitate
surveillance and reconnaissance in a wide deployment area.
Besides providing an extended sensing coverage, node mobility
along with spatial correlation introduces new network dynamics,
which could lead to the traffic patterns fundamentally different
from the traditional (Markovian) models. In this paper, a novel
traffic modeling scheme for capturing these dynamics is proposed
that takes into account the statistical patterns of node mobility
and spatial correlation. The contributions made in this paper are
twofold. First, it is shown that the joint effects of mobility and spa-
tial correlation can lead to bursty traffic. More specifically, a high
mobility variance and small spatial correlation can give rise to
pseudo-long-range-dependent (LRD) traffic (high bursty traffic),
whose autocorrelation function decays slowly and hyperbolically
up to a certain cutoff time lag. Second, due to the ad hoc nature
of WSNs, certain relay nodes may have several routes passing
through them, necessitating local traffic aggregations. At these
relay nodes, our model predicts that the aggregated traffic also
exhibits the bursty behavior characterized by a scaled power-law
decayed autocovariance function. According to these findings, a
novel traffic shaping protocol using movement coordination is
proposed to facilitate effective and efficient resource provisioning
strategy. Finally, simulation results reveal a close agreement
between the traffic pattern predicted by our theoretical model and
the simulated transmissions from multiple independent sources,
under specific bounds of the observation intervals

Index Terms—Long-range dependence, mobility, resource
provision, spatial correlation, wireless sensor network (WSN).

1. INTRODUCTION

N THE last few years, a significant number of research
I efforts have been devoted to the study of developing
wide area distributed wireless sensor networks (WSNs) with
self-organizing capabilities to cope with sensor node failures,
changing environmental conditions, and sensing application
diversity [2]. In particular, mobile sensor networks (MSNs)
emerge as a promising candidate to support self-organizing
mechanisms, enhancing adaptability, scalability, and reliability
[3], [10], [17].
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Fig. 1. Hybrid network architecture.

In an MSN, there generally exist two types of nodes: the
static sensor nodes, which are deployed in a large area of in-
terests, and mobile agents, which roam around within this area.
The mobile agents can retrieve the sensing data from the static
sensor nodes and exchange the data with other mobile agents or
transmit the data directly to the remote sink. Such a hybrid net-
work scenario, which is illustrated in Fig. 1, facilitates a wide
range of civilian and military applications such as battlefield
surveillance, nuclear, biological, and chemical attack detection,
and environmental monitoring [1]. However, the traffic model in
MSNs has not been investigated yet. Conventionally, the Mar-
kovian or Constant Bit Rate (CBR) traffic model is generally as-
sumed in WSNs without any discussion as to whether this is ap-
propriate or not. However, since WSNs are an application-spec-
ified networking paradigm, different applications or network
scenarios can yield different traffic patterns. For example, the
WSNs, which are used for intrusion detection and medical appli-
cations, can generate traffic significantly different from the con-
ventionally used Poisson or CBR traffic model [8], [15]. There-
fore, in this paper, we aim to investigate the influence of two key
factors in MSNss, i.e., node mobility and spatial correlation of
sensing observations, on the traffic patterns of the mobile nodes.
More specifically, we will study whether the joint effects of the
two factors induce long-range-dependent (LRD) traffic because
such traffic can lead to fundamentally different impact on net-
work performance and protocol design, compared to the tradi-
tional Markovian traffic [7], [13], [16].

The seminal work of Leland et al. in 1994 [13] established
that Ethernet traffic exhibits a property of correlation over many
different timescales and suggested that simple LRD models
could be applied to effectively capture these correlations. Since
then, a great number of research efforts have been devoted
to the study of LRD behavior because of the impact of LRD
on network performance and resource allocation, which ex-
hibits characteristics significantly different from Markovian
traffic. For example, LRD traffic can induce much larger delays
than predicted by traditional queuing models. Furthermore,
buffering, as a resource allocation strategy, becomes ineffective
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with LRD input traffic in the sense of incurring a dispropor-
tional penalty in queuing delay compared to the gain in reduced
packet-loss probability.

The important consequences of LRD necessitate us to answer
the following questions regarding: 1) whether the joint effects
of mobility and spatial correlation lead to LRD traffic; and 2) if
the answer is yes, how they affect the Hurst parameter that is
used to measure the intensity of LRD in the traffic. To answer
these questions, we construct an analytical traffic model that in-
corporates the statistical patterns of node mobility and spatial
correlation, and we study the impact of these attributes on traffic
statistics, which leads to several novel findings. These findings
provide valuable new insights into questions related to the de-
sign of efficient and effective protocols for MSNs. The contri-
butions made in this paper include the following.

1) An analytical traffic model is proposed whose parameters
are related to the main attributes of MSNs (e.g., mobility
and spatial correlation). This model advances an explicit
explanation of the impact of these attributes on the statis-
tical patterns of the network traffic.

2) We find that the joint effects of mobility and spatial correla-
tion can lead to pseudo-LRD traffic, whose autocorrelation
function approximates that of the LRD traffic with a Hurst
parameter up to a certain cutoff time lag.

3) We show that the Hurst parameter of the single-node traffic
is closely related to the mobility variability and the degree
of spatial correlation. Particularly, higher mobility vari-
ability and smaller spatial correlation could give rise to
the burstier traffic with larger Hurst parameter. Conversely,
lower variance in mobility and larger spatial correlation
can lead to nonbursty traffic.

4) We demonstrate that the traffic at the relay node has the
same Hurst parameter as the single node, but exhibits much
more fluctuations per unit time than the single-node traffic.

5) We propose a novel traffic shaping protocol, which can ef-
fectively reduce the traffic burstiness by properly coordi-
nating the movement of the sensor nodes.

From the engineering perspective, one of the emerging ap-
plications of this work is battlefield surveillance in tactical net-
works [1]. In such a type of network, soldiers may roam around
within a field of interest, collect information from the static
sensor nodes, and execute suitable operations according to the
collected information. If the traffic oriented from soldiers is
bursty or LRD, without proper network management schemes,
this may incur high message delay, serious packet loss, and net-
work congestion. These consequences may jeopardize the pre-
cious military assets and degrade information exchange effi-
ciency between military agents. This paper is the first attempt
and step toward the effective prediction and evaluation of the
traffic nature in this type of network.

In Section II, we introduce background and motivation.
Section III presents the proposed traffic modeling scheme,
investigates the effects of mobility and spatial correlation on
the traffic statistics, and introduces the traffic shaping schemes
using movement coordination. Section IV presents experi-
mental results. Finally, Section V provides concluding remarks.

II. BACKGROUND AND MOTIVATION

In this section, we first present the characteristics of MSNs in-
cluding node mobility and spatial correlation, all of which have
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significant impact on the traffic nature in MSNs. Then, we out-
line the motivation behind this work.

A. Node Mobility

Based on different applications, the mobile agent may
follow different movement patterns. For example, in battle-
field surveillance, the mobile agents could be soldiers, whose
mobility behavior can be properly characterized by the human
mobility models (Levy walk) [18]. On the other hand, for other
applications such as nuclear attack detection, the mobile agents
could be robots, and their movement can be controlled or
preprogrammed so that they may not follow human movement
patterns. However, the key objective of this work is to show
that the human mobility pattern, which mobile agents may
follow, has a close relationship with the LRD in network traffic.
What is more important, the analytical results under the human
mobility model also provide valuable guidelines on how to
design the effective resource provisioning strategy for WSNs
with any type of mobile agents.

The recent seminal work [18] has investigated the human mo-
bility features based on real GPS traces. The data reveal that the
statistical pattern of human movements can be characterized by
a two-state process alternating between pausing and moving.
The distance a human object traveled during the moving state
is defined as flight length. The length of a flight is measured by
the longest straight-line trip from one location to another that
the human object makes without a directional change. The flight
length has been revealed to follow heavy-tailed distribution [16].
Accordingly, its survival function can be expressed by

Falw) = P(X > z) = (3) e2b ()

where X is the flight length, b > 0 denotes the minimum dis-
tance a human agent can travel, and « denotes tail index. Ac-
cording to [18], the tail index will be close to 1 for the outdoor
environment. In this case, the human mobility will exhibit high
variability since the flight length will drastically fluctuate within
a wide range of values over three orders of magnitudes (i.e.,
1000 m). This high mobility variability has been shown to be
determined by human intentions to travel from one position to
another without much deviation caused by geographical con-
straints such as roads and buildings.

B. Spatial Correlation

Besides node mobility, spatial correlation is another signifi-
cant characteristic of MSNs. For typical MSN applications, the
mobile agents are required to observe the phenomenon of in-
terest at different locations in the field and send the measured
data to the sink(s). The observed phenomenon is usually a spa-
tially dependent continuous process, in which the measured data
have a certain spatial correlation. In general, the degree of the
spatial correlation in the data increases with the decrease of
the separation between two observing locations. To quantify the
spatial correlation, the observations S7, So, ..., Sy at IV loca-
tions are modeled as an NN-dimensional random vector S =
[S1,52,...,Sn]T [5], [19], which has a multivariate normal
distribution with [0, 0, ...,0]” mean and covariance matrix K
with each element defined by

i,j=1,2,...,N. )
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k;; denotes a correlation function that specifies the correlation
model. o2 is the variance of each observation S;. The correlation
function is nonnegative and decreases monotonically with the
distance d(i, j) between two locations 7 and j [19].

C. Motivation

As we have seen, MSNs not only inherit the characteristics
from conventional WSNSs, but also possesses the gene from mo-
bile ad hoc networks (MANETSs). The joint effects of these at-
tributes could introduce new dynamics to the network traffic,
which are barely observed in conventional static WSNs. These
dynamics can be seen in the following aspects.

Mobility along with spatial correlation could lead to tempo-
rally correlated traffic. Due to mobility, the data sent in consecu-
tive time slots could be collected at proximal locations. At these
locations, the measured data can be highly correlated because of
the spatial correlation in the sensed phenomenon. Consequently,
the data sent in these consecutive slots have high probability to
share similar content. This yields temporal correlation in the net-
work traffic. If this correlation decays slowly as the time lag in-
creases, then the traffic could exhibit LRD behavior. The traffic
is called LRD if its autocorrelation function follows a power-law
form as the lag approaches infinity

p(T) — CpTﬂ_lv

as 7T — oo 3)
where ¢, is a positive constant and 0 < 3 < 1 is the fractal ex-
ponent. The quantity H = (3 + 1)/2 is referred to as the Hurst
parameter, which expresses the speed of decay of the autocorre-
lation function. Note that LRD traffic has slowly decaying au-
tocorrelation function with 0.5 < H < 1since 0 < § < 1. By
contrast, the short-range-dependent traffic (e.g., Poisson traffic)
has fast decaying autocorrelation function (i.e., 8 > 1) com-
pared to the LRD traffic.

Previous works [7], [13], [16] have shown that LRD traffic
leads to fundamentally different impacts on network perfor-
mance and protocol design compared to the traditional traffic.
To design effective and efficient protocols for MSNs, it is
essential to investigate the relationship between the LRD
behavior and the dynamics induced by mobility and spatial
correlation. Accordingly, we propose a novel traffic modeling
scheme that can capture the interplay between the statistical
patterns of mobility and spatial correlation. In addition, the
statistical analysis of this model is performed to reveal the close
relationship between the mobility variability and the bursty
nature of the network traffic. These findings provide valuable
new insights into questions related to the design of efficient and
effective protocols for MSNs.

III. TRAFFIC MODELING FOR MOBILE SENSOR NETWORKS

In this section, we propose a structural traffic modeling
scheme, which aims to mimic the typical behavior of the
mobile node. This scheme is favored because it yields a traffic
model whose parameters are related to the traffic generating
mechanism and the main attributes of the network (e.g., mo-
bility and spatial correlation). Consequently, it could provide
insight into the impact of network design parameters and
control strategies on the pattern of the generated traffic. In the
rest of this section, we first abstract the behavior of the mobile
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agent, and then the corresponding traffic model is presented.
Based on the proposed model, the statistical analysis is given,
and the traffic shaping schemes are proposed.

A. Single-Mobile-Node Traffic

Under this considered network scenario, the behavior of
the mobile agent can be described by a procedure having two
phases: sensing and transmitting. During the sensing phase, the
node moves to a location, executes sensing tasks, and performs
in-network data compression. During the transmitting phase,
the compressed data are sent at certain rate using suitable
transmission mechanisms. This node behavior implies that the
pattern of their data transmissions can be naturally character-
ized by a two-state process that alternates between transmission
and silence. According to this abstracted node behavior, we
utilize ON/OFF process X (¢) to model the single-node traffic,
which alternates between two states: the ON state, during which
the source transmits data at a rate r, and the OFF state, during
which the source is silent. Let 7,(z) and 7,(4) denote the
duration of the 7th ON and the th OFF state, respectively.

The traffic generated by a single sensor node, versus time, can
be mathematically modeled as

oo

X(1) = riryryin@epd,  E20

n=0

“

where T'(n) denotes the time of occurrence of the (n + 1)th ON
period, i.e.,

n

T, =To+ Y (rali) +7(i)),

=0

n>1

and T[7(n),T(n)+r. (n+1)) 18 the indicator function, which is
equal to 7 only for ¢t € [T'(n),T(n) + 74(n + 1)).

To completely characterize this model, we need to specify the
distributions of the ON and OFF periods. The distribution of the
OFF period is more affected by the specific sensing operation pa-
rameters, such as the sensing time and information processing
time. To generalize the analysis, we first assume the OFF pe-
riod follows any survival function, denoted by F., (x). On the
other hand, the ON state distribution, F,, (x), depends on the
amount of data transmitted at each sensing location. This quan-
tity, which is shown in Section IV-B, is closely related to the
statistical features of mobility, spatial correlation, and data rate.

B. Transmission Duration Distribution

Let V denote the file required to be transmitted during an ON
period. The length of the ON period 7, is simply the time to
transmit the file using a certain rate r

v

T = —.
T

(&)

It is evident that the time for data transmissions depends on
the date rates of the specific sensor platforms [1]. For example,
the crossbow MICAz nodes equipped with 802.15.4 transceiver
modules can achieve up to 250 kps date rate. On the contrary,
the crossbow stargate nodes, which leverage 802.11 transceiver
modules, can support up to 11 Mps date rate. Without loss of
generality, we utilize constant data rate (e.g., » = 1). In this
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case, the distribution of the ON period length 7, only depends
on the distribution of the file size. To obtain the expression of
file size distribution, we first express the file size V' in terms of
a set of variables related to the network attributes (e.g., spatial
correlation and mobility). Then, the probability density func-
tion (pdf) of V is derived based on the distributions of these
relevant variables.

After the sensor network is deployed, each static sensor node
can collect a large number of sensing samples as time proceeds,
and then treats n consecutive sensing samples as an event. To
preserve the limited memory spaces of the sensors, each sensor
is only required to store the smallest collection of events which
has probability nearly 1. More specifically, given a predefined
small value e, each sensor only stores the event e that occurs
with probability P(e) satisfying

2—n,(H(S)+5) < p(e) < 2—n(H(5)—5)

where H(S) is the entropy of the observation S. Accordingly,
by the AEP theorem [4], the collection C' of such events has
probability nearly 1, that is

p(C) = ple)>1-e.

ecC

As e is made arbitrarily small, the total number of events in the
collection C, i.e., the cardinality of C, approximates

|C| = 2nH ),

Obviously, nH(.S) bits is sufficient for indexing the events in the
collection C'. Besides these bits, extra bits are required for con-
veying more information, such as the source/destination node
IDs and the GPS location information of the sensors. There-
fore, we assume that the constant number B of bits is used to
represent each event. Without loss of generality, we let B = 1.
Accordingly, the total file size for all events in the collection C
approximates

V = 2nH(S), (6)

After each movement, a mobile agent retrieves the event in-
formation from the closest static sensor node. Intuitively, the
spatial proximal static sensor nodes tend to detect and record
the same events at the same time instances. Consequently, after
each movement, a mobile agent needs to collect and report the
previously undetected events, i.e., the events that are different
from the ones detected at previous location. More specifically,
thanks to the spatial correlation, for a typical event detected at
previous location j, at most 2nH(S:155) new events can occur at
current location ¢, where H (S;|S;) is the entropy of the obser-
vation S; given the observation S;. Thus, the number of these
new events V reported by the mobile agent at the current loca-
tion is a function of conditional entropy, which is expressed by

V = onh(SilS;) — on(h(SiS;)=h(S;)) @)

Here, we use differential entropy h(.S;) instead of discrete en-
tropy H (S7) because the observed phenomenon S is generally
a continuous random process. Note that the differential entropy
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differs from discrete entropy by only a constant if the samples
are quantized with an identical and sufficient small quantization
step. This constant only affects the resolution of quantization
and the packet size, but does not change the resulting amount of
samples to be transmitted.

We proceed to evaluate the file size V' in (7) by adopting
the power exponential correlation model, which is a commonly
used model in the WSN studies due to its capability of character-
izing a wide range of phenomenon [5], [6], [19]. The correlation
function of the adopted model is expressed by

k‘ = e7(91d)02

where d is the mutual distance of two locations. The parame-
ters 61 and 65 control the correlation level within a given dis-
tance d. As a general rule of thumb, a smaller value of 6; or
indicates a higher level of correlation.

Based on the above spatial correlation model, the joint differ-
ential entropy of .S; and S; is given by

1
h(S;S;) = 3 log(2mea?)?|K| (8)

where K is covariance matrix and | K| is the determinant of K.
That is

1 e—(elfiij)OQ
K= e—(eldu)a2 1

Inserting (8) into (7), we obtain the closed expression regarding
the size of a file conveyed in an ON period

V = V(1 = 200" ) ©)

where Vipax = (2mec?)™/? is the maximum file size, which
depends on the properties of the physical phenomenon (e.g.,
variance o), and d is the traveled distance or flight length in
the preceding OFF period. Equation (9) shows that for a given
phenomenon of interest, the file size distribution depends on the
distribution of the flight length defined in (1). Accordingly, we
obtain the survival function of the file size V'
V2/n

max

—a /65
T _ 1/62 a
F,(z) = (27/720b6y) <ln (7‘/“21& - ;1:2/">) (10)

where b is the minimum traveled distance or flight length.
Based on (9), the survival function of the ON period length is
given by

x2/n —a/0;
Fy, () = (2/%000)" | In | 57— (11
-Tmanx - x2/n
where =z S [xmin -Tmax] and Ty =

n/2
2mea?(1 — e~ 2(010)"2) and Tyax = (27eb?)"/2. The

pdf of the ON period length is given as

1/2 7&/9271
fr () = ab®0%x 1 w2 /
T\ (V2 — 22\ \ G2 — g2
(12)
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Assuming the minimum file size of 1 and the unit transmission
rate (r = 1) yields the simplified form of the survival function
of the ON period length

2/n

- a/bs $2 /n —a/6s
F. (z)=(In —— In ——% .
(@) ( 371211/:)(_1) ( xﬁf;&—#)

(13)
Equation (13) shows that the distribution of the ON period length
is determined by two factors: the degree of spatial correlation
(e.g., 62) and mobility variability (e.g., ). Larger 05 (or «) indi-
cates a smaller degree of spatial correlation (or smaller mobility
variability). To facilitate further analysis, we define the charac-
teristic index as

(14)

This index (3 reflects the joint effect of mobility and spatial cor-
relation that has direct impact on the traffic patterns, which we
discuss in detail in the rest of this section.

C. Statistical Analysis

In this section, we derive the autocorrelation function of the
single-node traffic. Particularly, we investigate the inherent re-
lationship between the autocorrelation function and network at-
tributes, such as mobility and spatial correlation. The revealed
result could point us in new directions for designing efficient and
effective protocols for MSNs. These protocols are introduced in
the end of this section.

Before evaluating the autocorrelation function, we first inves-
tigate the properties of the ON period length, which have a pro-
found impact on the characteristics of the autocorrelation func-
tion.

Proposition 1: If the characteristic index § < 1, then the
complementary cumulative distribution function (ccdf) of the
ON period F., (z) follows a power-law form with tail index less
than 2 within the characteristic region & € [Zyi,  2*], where

z* = (2mec?R*)"/?

R* = arg{m(R_l)ﬁu—R) - %}

and

15)

Proof: According to (11), we can express the tail index as

() dlog F;, (x) 2082/ w2
Tr) = = n .
7 dlogx 22— g2/ 22— p2/n

(16)
Equation (16) indicates that the tail index is a function of time .
It is easy to show that () is an increasing function with respect
to x because the derivative of the function with respect of z is
larger than 0, that is

2/n -2
de(x) =2z (J,’rzn/anx — 1172/n) In ﬁ* Z 0.
dx 22 _ 2/
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Therefore, we can obtain the minimum tail index i, within
the region € [Tmin Zmax| by evaluating v(x) at Zyi,. By
letting ¢ = (61b)%2, we have

:’Y(xmin)

_ 2B(1 — e
EICDE 2(61b)°>
_208(1 - e )

- e~ tt
~20(1+t—1)/t =20.

“Ymin

a7

The above approximation holds when ¢ is small, which is the
case in the considered network scenario. More specifically, the
value of ¢ is determined by 61, 62, and b. 6; and 6> control
the correlation degree within a given distance. In general, 65 €
(0,2] and 6; < 0.1 are used to model the spatial correlation
of the physical event information [19]. On the other hand, b is
the minimum traveled distance of the mobile agent. According
to [18], this parameter is generally less than 10 m. As a conse-
quence, ¢ = 2(#1b)? can approach a small value, and thus (17)
holds.

By (17), if 8 < 1, then ymin < 2. Moreover, since the tail
index () in (16) is an increasing function, this implies that
there exists a characteristic region of © € [z, ™| such that
in this region the tail index () is always less than 2. Therefore,
we have the upper bound z* as follows:

x* = arg{z|y(z) = 2}. (18)
To determine z*, we simplify v(z) in (16) by letting
R = (z/Tmax)?"
and thus we have
26R (19)

@) = R Dna—n)

By letting y(z) = 2, we can obtain R* as a function of 3, i.e.,

B = | Rl ey = )

According to (18), we obtain the upper bound

z* = (2rec? R*)V2. (20)
Based on numerical results, it is easy to show R* decreases as
[ increases. More specifically, R* =~ 0.7 for § = 0.5, while R*
approaches 0 as 3 approaches 1. O

Proposition 1 shows that the distribution of the ON period
length displays different behavior within different regions. If
% € [Tmin  x*], then the survival function decays slowly. The
decay speed is completely controlled by [ or the joint effects
of spatial correlation degree « and mobility variability 3. By
contrast, the survival function of the ON period length decays
fast if z > x*. This implies that the ON period distribution can
be closely approximated by a mixture model.
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Proposition 2: 1f correlation index 3 < 1, the F',_ (z) can be
approximated by mixture Pareto-exponential distribution

1, 0 S r < k‘l

AP _ k"lyaiﬂ_’y‘l? ki1 <z <ko

F‘r,l (ZE) - ue_)‘“:, kg S T S ]{}3 (21)
0, x> k3

where v, < 2. k1 = Ty and k3 = Tyax indicate the lower
and upper bounds of the possible length of the ON period, respec-
tively. ko = x* is the upper bound of the characteristic region
defined in Proposition 1.

Proof: See Appendix B. O

Proposition 2 states that the ON period length follows
power-law (hyperbolic) form within the region z,;, < * < z*.
Obviously, if z* is large enough, then ON period length ap-
proaches heavy-tail distribution. This actually characterizes the
zero frequency behavior (see Appendix A for more details).
However, due to the boundary of z*, the middle frequency
behavior of the single-node traffic is of interest, which is further
explained in Proposition 3.

Based on the approximated survival function defined in (21),
we proceed to derive the autocorrelation function of the single-
node traffic. To express the result in a closed form, we need to
specify the survival function of the OFF period. To generalize the
analysis, we assume that the OFF period follows Pareto distribu-
tion so that the OFF period can exhibit a wide range of variability
by adjusting the corresponding parameters. The pdf of the OFF
period 73 is expressed by

Fo (z) = ,ybm"/b$—(7b+1) (22)
where m denotes the minimum OFF time and -y, denotes the tail
index which controls the variability of OFF interval. Values of
v, smaller than unity induce OFF durations with infinite mean,
whereas values of 7, exceeding 2 ensure finite variance. In the
range of 1 < 7, < 2, the OFF period lengths have finite mean but
exhibit wild variation about that mean as a result of the infinite
variance in that range. In sum, the variability of the OFF period
increases as 7y, decreases. In addition, to simplify the analysis,
we consider the case in which the OFF period is dominated by
the time for sensing and information processing, thus implying
that the OFF and ON period lengths are independent. To obtain
the autocorrelation function, we first investigate the properties
of the power spectrum density (PSD).

Proposition 3: If 0.5 < f < 11 and v, > 2, the power
spectrum density S(f) of X (t) exhibits power-law decay be-
havior with fractal exponent 2 — v, in mid-frequency range
kot < f < kit

Proof:

1) Mid-Frequency Approximation: Based on the power spec-
trum density of an ON/OFF process with unit amplitudes and arbi-
trary distributions of ON and OFF period lengths [14], the power
spectrum density of the random process defined by (4) is given
by

S(w) =r2E[X (£)] (%)

22 (1= (@)L= (@)
E[Ta]+E[n1Re{ T—r. ()9, (@) }(23)
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where ¢, and @, are the characteristic functions associated
with the distributions for ON period length 7, and OFF period
length 7, respectively. Based on the survival function of 7,
given in (21), we can get the characteristic function of 7, given
as

ko
pr@)= [ e
Jky

k3 .
+ / eI u(Ne™™ 4 8(z — k3)e M) da
Jks

ke
Ya L _dx
J;’Ya+1

—jwz

rjwka

=Ya(jwk1)™ /

Jjwk1

e~ g~ (Yat1) gy

A (ot Ak JWI —(jutA)ks
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Since k3_1 < k;l < f < k', we have k1/ky — 0,
wky — 00, and wks — oo. Letting jwk, = z, we can obtain

jsz
1= (@) =ik [ (1= a0 g
Jjwky
ki)™ Ap —(jw+N)kz
* <k2> iEPESY
JOI_ (ot Nk
Jw+ A
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Since 0.5 < B < 1, we have 1 < v, < 2. Then, the expan-
sion of above integration around the origin of z is given by [14]

Q(x) =742 / (1— e ™)z~ ety

Ta (o — 1)7ID(2 = 7a)27. (26)
Ya — 1
We therefore obtain the characteristic function of 7,
pr. = 1= qjw+a(jw)™ (27)
where
1 =(k17a)/(Ya — 1)
@ =7~ D72~ 7a)k{". (28)

Because the OFF period length 7, follows Pareto distribution
with minimum value of m and the tail index v, > 0, following
the same procedures as above, we can obtain the characteristic
function of 7;, given as

oo Vb
. m
_ —jwm
Py ((,d) - / € Yo ;I;'Yb+1

Jm

— 1= pijw+ p2(jw)™ (29)
where

p1 = (my)/(v —1)

p2=(m—1)""T(2 = p)m. (30)
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Inserting (27) and (29) into (23), the latter part of the second
term of (23) becomes

Q(w) = Re { [1 = ¢r, (W][L = ¢r, (w)]}
L —or, (W)er, (w)

=Re { a1p1w” = ep1(jw) T — qpa(jw) ! }

(14 p1)jw — e2(jw)re — pa(jw)™

_ @2picos(5va) . pasicos(Fwm) .,
B (61 + p1)? (c1+p1)?

€29

Based on the survival function of 7, given in (21), we can
obtain the mean of 7,

k2 k:’l)/a
Elr,]| = r———dx
= [ e

k3
+ / cp(Ae™ 4 8(x — k3)e ) dx
Sk,

_ o (g (BT

_“Ya—l(kl k2<k2> >
BN ks kg
+(k2/L+)\)e )\e .

(32)

Based on the survival function of Pareto distribution, we can
obtain the mean of 7

Eln) = Ya

o— 7™ (33)

Inserting (31)—(33) into (23), we can obtain the mid-fre-
quency approximation of the power spectrum density with
k' < f < k7T

S(w) = CLw’* ™% + Cow™ ™2 (34)
where
1 m 2 2
200 )T ($25) 2 eos (57)
1= 2
(Elr) + Bln)) (225 + 22)
(35)
and
2
-1 k1va 2 ™
B et e ok Dt (£225) 72 cos (3m)

2
(Elra) + Eln]) (225 + 2
(36)

Because 7, > 2 and 7y, = 20 < 2, the spectrum density has a
fractal exponent 2 — 2/ in mid-frequency.

2) High-Frequency Approximation: 1If w — 00, we can
obtain the characteristic functions of ON and OFF periods,
respectively

@7, (W) = 0; 7, (w) — 0.

Inserting above equations into (23), we can obtain the asymp-
totic form of the power spectrum density in the high-frequency
limit

S(w) = 2r*(w)~

= Bl + Bl o
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3) Low-Frequency Approximation: If w — 0, we can obtain
the characteristic functions of ON and OFF periods, respectively

pr, (W) = 0507, (w) = 1 = prjw + pa(jw)™
Inserting the above equations into (23), we can obtain the

asymptotic form of the power spectrum density in the low-fre-
quency limit

I ORI
Sw) = E[r.] + E[m] Rell = pr (W)}
=2y = )72 = w)m cos (3w)
_ il B W2 (38)
(|

Proposition 3 states that the spectrum density follows
power-law form in mid-frequency. According to the relation-
ship between spectrum density and autocorrelation, we can
obtain the hyperbolic autocorrelation function within a certain
region.

Proposition 4: 1If 0.5 < 3 < 1 and v, > 2, the autocorrela-
tion function of the process X (¢), denoted by R(7), follows the
power-law form

R(7) = Dit' =7 4 Dyt™="

in the region k1 < |7| < ko with some constants Dy and Ds.
The corresponding Hurst parameter is given by

3_7a
5 .

H =~

Proof: See Appendix C O
Proposition 4 suggests that the joint effects of mobility and
spatial correlation can lead to pseudo-LRD traffic, which has
power-law autocorrelation function with the Hurst parameter up
to the cutoff time lag *. This result is important because when
x* is large enough, pseudo-LRD traffic exhibits similar behavior
as the LRD traffic, thus demanding similar resource allocation
approaches. In addition, Proposition 4 shows that index 3 com-
pletely controls the value of the Hurst parameter and thus has
direct impact on the burstiness of the traffic from each mo-
bile agent. This means that the network traffic can exhibit dif-
ferent degrees of burstiness under different monitored environ-
ments (e.g., spatial correlation) and node behavior (e.g., mo-
bility variability).

D. Relay-Node Traffic Model

The discussion above has analyzed the traffic pattern of the
single mobile node. Due to the nature of ad hoc communication
in MSNs, there always exist some nodes that act as the relay
points responsible for forwarding traffic for other nodes. Next,
we turn our attention to the traffic pattern on the relay nodes.
For certain relay nodes, there may exist several routes passing
through them, each route corresponding to a traffic flow origi-
nating from other node. Thus, at each relay node, the traffic flow
is the aggregation of all the flows that need to be forwarded. The
number of flows actually traversing the relay node is changing
over time due to the time-varying topology induced by the mo-
bility nature of MSNs. Suppose within a certain time interval 7’
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each forwarding flow passes through the relay node with an
identical and independent probability of P, which is called the
traversing probability. Under this condition, the number of ac-
tive flows N follows binomial distribution. Then, the traffic on
the relay node, denoted by S(), becomes the sum of the traffics
of all the active flows during a certain time interval T'

St) = Xu(t) (39)

where X,,(t),7 = 1... N denotes the traffics of active flows,
which are independent identically distributed. Suppose the max-
imum number of flows a relay node can forward is M, which is
determined by system parameters such as bandwidth. We turn
now to an analysis of the aggregated traffic by examining the
statistics of this sum process. We begin by deriving the pdf of
the process.

The marginal distribution of a single-flow traffic defined by
(4) follows a Bernoulli form

E [Ta]

Pp = POX() = 1) = BIX(0)] = g P,

Since the ON/OFF event of a single flow is independent of the
relay node selection of this flow, the number of active flows
traversing a relay node is independent of the traffic patterns of
these active flows. As a consequence, the distribution of the re-
sulting sum process in (39) follows

PS=m =3 (n) (M ) P(1— Py " Pi(1—P)M

7
(40)
where M is the maximum number of flows a relay node can for-
ward, and P is the traversing probability. We now investigate
the dependency structure of the aggregation traffic S(¢) by ex-
amining its autocovariance.

Proposition 5: The traffic at the relay node has Hurst param-
eter H ~ (3 — 2(3)/2 in the region k1 < ¢ < ko with scaled
hyperbolic autocovariance as the single flow traffic.

Proof: Taking advantage of the independence of the active
flow traffics and the properties of iterative mean, we can obtain

[~ N
D> Xn(s) Y Xm(s+7)
=1 7=1

i=n

Rs(’r) =F

N N

E Y Xu(s)Y Xp(s+7)|N

i=1

=FE
— E[NRx(r) + N(N — DE2[X(1)]]
=MP,Rx(r) + (M?P? — MP?) E*[X(1)]. (41)

Based on the relationship between autocorrelation and auto-
covariance, we obtain

Cs(r) = Rs(r) — E*[S(t)]
= MP,Rx(7) + (M?P? -~ MP?)E?[X (t)] - E*[S(t)]
=MP,Cx(t)+ M (P, — P?) E*[X(t)] (42)

where C'x (¢) is the autocovariance of a single traffic flow. Equa-
tion (42) indicates that the aggregated traffic on the relay node
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has the scaled autocovariance of the single traffic flow. In addi-
tion, the variance of S(¢) is given by

Var[S(t)] = M P,o%. (43)

We obtain the autocorrelation function of S(¢), which has the

some form as single-flow traffic X (¢)

_ Cs(r) . Cx(7)
P$ = Var[S(1)] ~ Var[X(1)]

when the time lag 7 is large. Thus, the relay-node traffic has the
same Hurst parameter H ~ (3—2(3)/2 as the single-flow traffic.
(]

Proposition 5 states that the statistics of relay-node traffic
closely resemble those of the traffic originating from a single
user. Because the aggregated traffic exhibits all of the transitions
occurring within each individual traffic flow passing through the
relay node, the traffic on the relay node exhibits Mp(t) times
more fluctuations than each of the traversing traffic flow.

E. Useful Findings and Intuitive Explanations

Based on the statistical analysis given above, we have two
major findings. First, higher mobility variability (smaller «)
along with smaller spatial correlation (larger #2) could lead
to more bursty traffic (higher H). Second, the joint effect of
the mobility and correlation could lead to nonbursty traffic
(e.g., H = 0.5) if a certain condition holds (e.g., 8 = 1).
The intuitive explanation for these findings is that both higher
mobility variability and smaller spatial correlation encourage
larger file sizes, thereby increasing the tail weight of the size
distribution. This in turn leads to a greater chance to have
burst transmissions. Therefore, it can be seen that the traffic
burstiness actually arises from the joint effect of node mobility
and spatial correlation on the file size, which can be explained
as follows. Higher mobility variability indicates higher prob-
ability that a node travels a long distance, which means the
observation at the current location has little correlation with the
previous location. Therefore, at the current location, the sensor
node has to transmit a large data file consisting of almost all the
gathered information (e.g., images and videos). On the other
hand, small spatial correlation implies that the sensing data
retrieved at the current location may be completely different
from the proximal location. As a result, the sensor node may
also need to send a large file of data even though it only travels
a short distance. In summary, higher mobility variability along
with smaller spatial correlation could lead to higher probability
for a node to transmit a large file in the bursty fashion.

E Traffic Shaping Protocols Using Movement Coordination

These novel findings revealed in this paper point us in new
directions for solving the traffic engineering problems. Instead
of passively observing the traffic and designing the resource al-
location schemes accordingly, new traffic shaping protocols can
be proposed to actively shape the traffic so that the resulting
traffic can follow the desired characteristics. Then, the existing
traffic management schemes can be directly employed accord-
ingly. In our case, due to the direct connection between mo-
bility pattern and the traffic attributes, we can effectively re-
duce the burstiness of traffic flows by adaptively coordinating
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the movement of the sensor nodes so that the protocols designed
for smooth or SRD traffic can be employed in more a dynamic
network environment such as an MSN.

The proposed traffic shaping protocols are briefly described
as follows. 1) If the correlation model of the monitored phe-
nomenon is unknown, then the best effort to reduce the traffic
burstiness is to let each mobile node move evenly in the sensing
area so that the resulting Hurst parameter is minimized by max-
imizing «. 2) If the correlation structure (e.g., #2) of the moni-
tored phenomenon can be estimated in advance, the node may
be allowed to move in a more random manner as long as the mo-
bility variability does not exceed a certain threshold, in which
case, « should be always larger than 65 so that a/f> > 1. To
show the effectiveness of the proposed schemes, next we inves-
tigate the queueing performance on the relay node and demon-
strate how the proposed scheme simplifies the resource provi-
sioning strategy.

It is easy to prove that if the number of the traversing flows
on the relay node is large enough, then the relay node traffic,
defined in (39), converges to a fractional Gaussian process [21].
Accordingly, the aggregate cumulative packet traffic follows
fractional Brownian motion, which results in Weibull-like
asymptotic tail probabilities for queue-length distribution [7],
ie.,

P(Q > ) =~ exp(—6z>72H) (44)
where ¢ is a constant. It is shown in [11] that the slowly de-
caying tail probabilities given in (44) can result in the “buffer
ineffectiveness” phenomenon, in which increasing the buffer
sizes beyond a certain value results in only a slight decrease
in loss rates. The conventional approach to solve this problem
is to utilize a small buffer capacity/large bandwidth resource
provisioning strategy, which can curtail the influence of LRD
traffic on queueing by keeping buffer capacity small and in-
creasing bandwidth. However, for the bandwidth constraint
WSNss, this strategy is infeasible. In this case, selecting the
proper traffic shaping protocols under different conditions can
boost the queueing performance and simplify the design of
resource provisioning strategy.

1) If the spatial correlation degree 65 is known, the distance
that the mobile agents will travel can be drawn from a
distribution that exhibits hyperbolic tails with properly
selected tail index « so that the characteristic index § =
1. Since H = (3 — 2(3)/2 based on Proposition 4, the
tail probabilities defined in (44) become asymptotically
exponential, e.g.,

P(Q > ) =~ exp(—bx) (45)
which means that the simple buffering strategy can be
used to effectively reduce the loss rates by properly in-
creasing the buffer size.

2) If the spatial correlation degree - is unknown, the dis-
tance the mobile agents will travel can be programmed
to follow any distribution with low variability such as
the exponential distribution, e.g.,

Fa(w) = exp(—Az) (46)
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where 1/ is the average flight length. By combining (9)
and (46), the survival function of the ON period length
with unit transmission rate can be expressed by

Fr () ~ exp(—nz*/*) x> 0 (47)
where 7 is a constant and 7 = A(2)~/%2/6,. Equa-
tion (47) indicates that ON period does not follow heavy-
tail distribution because it decays faster than exponen-
tial (e.g., 1 < 6Oy < 2). It is known (e.g., see [12])
that if the arrival process is a single ON/OFF source in
which the ON periods are exponentially distributed, then
the queue length distribution decays exponentially. This
means that the simple buffering scheme for SRD traffic
can be effectively applied.

Besides enabling the simple resource provisioning strategy,
the proposed traffic shaping protocols can improve network per-
formance. Suppose the queue of the relay node is only fed by
one traffic flow originating from a single node. Since the ON
period defined in (21) approaches heavy-tail distribution as z*
becomes large enough, this leads to the hyperbolic queue-length
distribution that decreases more slowly than a Weibull distribu-
tion. This could give rise to an infinite mean waiting time, which
results in unreasonably large delays. By coordinating the move-
ment of the sensor nodes, the variability of the ON period length
is reduced so that the ON period distribution decays faster than
heavy-tail distribution. This leads to finite mean waiting time,
thus significantly reducing the network latency.

IV. SIMULATION RESULTS

In this section, we test the validity of the proposed model
through simulations and investigate the effects of the mobility
and spatial correlation on the traffic patterns through the simu-
lated results.

A. Simulation Parameters

Unless otherwise specified, the simulation parameters are set
as follows. The network size is set as 10000 x 10000. The
tail index of flight length « is set to be 1.2, which is a typical
setting for human mobility pattern in outdoor environment. For
the spatial correlation model, the correlation coefficient 65 is set
to be 2, which indicates the correlation § < 1 by letting n = 1.
The minimum duration of the OFF period is 1 s. The tail index of
OFF period length is larger than 2. This setting guarantees that
the traffic pattern of a single node only depends on the statistical
features of the ON period, which further makes traceable the
impact of mobility and spatial correlation on the nature of the
network traffic. The minimum and maximum file size is 1 and
2000, respectively. In addition, in the multiple-flow case, we
assume the maximum number of flows a relay node can support
is 20.

B. Estimators of Hurst Parameter

The following two methods are used to estimate Hurst param-
eter in order to measure the traffic burstiness. The first method
is the variance-time plot. The estimate for Hurst parameter can
be obtained by proceeding as follows. Express a user’s traffic
trace by the time sequence X = {X;,¢ > 1}, then construct
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m-aggregated time sequence X (™ = {X(™)(t),t > 1} by
summation of the original series X over nonoverlapping blocks
of size m. Plot the variance of X (™) against m in the log-log
scale. Then, a straight line with slope (—/3) greater than —1 can
indicate long-range dependence, and corresponding Hurst pa-
rameter H can be given by H = 1 — 3/2. The second method
is the periodogram approach. The main procedure is to plot the
periodogram in a log-log scale and calculate the slope of a re-
gression line, which should be an estimate of 1 — 2H.

C. LRD Behavior in Single-Node Traffic

Long-range dependence manifests itself either in time do-
main (power-law decay of the autocorrelation) or in spectral
domain (power-law singularity of the spectral density at zero
frequency). Here, we investigate the corresponding PSD in the
mid-frequency range because the single-node traffic is expected
to exhibit pseudo-LRD behavior if the characteristic index 5 <
1. Fig. 2 gives a rough estimate of PSD of the simulated single-
user traffic based on a single trace measurement with 10 000
sampling points. PSD in Fig. 2 shows a trend of power-law
decay especially in low-frequency domain, which indicates the
possible presence of long-range dependence. To eliminate the
deviation, Fig. 3 shows the averaged PSD based on the results
from 50 trace measurements. Fig. 3 clearly shows the power
law decaying PSD, which has a straight line with slope 0.8 in
the mid-frequency range from 1 rad to the order of magnitude of
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1073 rad. According to the relationship between PSD and au-
tocorrealtion, this observation indicates that the corresponding
autocorrelation also exhibits power-law behavior. This is ex-
pected because according to the simulation settings, the corre-
lation parameter 3 is less than 1. Under this condition, Propo-
sition 2 points out that the autocorrelation of the single-node
traffic obeys a power law in mid-frequency, which indicates
pseudo-LRD traffic. To determine the Hurst parameter, we em-
ploy periodogram-based analysis. According to this approach,
an estimate of 1 — 2H is given by computing the slope of a re-
gression line of the periodogram plotted in log-log grid. Fig. 4
depicts the periodogram of a single trace used in Fig. 3. The pe-
riodogram plot shows a slope of 0.7376, yielding an estimate of
H as 0.8683. The estimated H closely approximates the theo-
retical H = 0.9 according to Proposition 2.

D. LRD Behavior in Relay-Node Traffic

Next, we test the LRD of the traffic at a relay node. We assume
the traversing probability is 1, which means each flow in the
network is active all the time. The maximum number of flows
the relay node can support is set to be 20. Fig. 5 compares the
aggregated traffic at the relay node with single-flow traffic in
terms of PSD. It can be seen that the PSD of the traffic at the
relay node closely resembles that of the single-flow traffic ex-
cept that the PSD of the aggregated traffic is 20 dB higher. From
the modified periodogram depicted in Fig. 6, it can be noticed
that the aggregated traffic has the same Hurst parameter as the
single-flow traffic. These results are expected because according
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to Proposition 5, the traffic at the relay node has the scaled ver-
sion of autocovariance of the single-flow traffic, and this sug-
gests that the PSD of the aggregated traffic is only a shift of the
PSD of single-flow traffic in log-log scale, thus also making the
Hurst parameter unchanged.

E. Impact of Characteristic Index on Hurst Parameter

We now investigate the impact of characteristic index 3 on the
autocorrelation function. Fig. 7 depicts the variance-time plot of
the traffic trace under different correlation parameter 3 ranging
from 0.5 to 1.2. It is seen that the variance-time plot is linear and
shows a slope that is different from — 1. The slope yields an es-
timate for 2H —2. It can be seen in Fig. 7 that larger (3 yields the
slope with smaller deviation from —1, which indicates smaller
H and less bursty traffic. It can be also observed that when (3
becomes larger than 1, the variance-time curve overlaps with
the straight line with slope of —1, which suggests that the traffic
is nonbursty. The results are as expected because Proposition 2
points out that high mobility variability with small spatial cor-
relation yields smaller (3. This leads to hyperbolic autocorrela-
tion function with larger Hurst parameter, thus indicating more
bursty traffic.

F. Effect of Traffic Shaping Protocols on Burstiness Reduction

The objective of the traffic shaping protocols is to reduce
the traffic burstiness. To investigate the protocol performance,
we compare the traffic traces collected from two scenarios. The
first one considers the sensor nodes programmed to follow ex-
ponentially distributed flight length. The second one considers
the sensor nodes following heavy-tail flight length. Fig. 8 de-
picts a single-node traffic trace under the considered two sce-
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narios, respectively. For the first scenario (upper figure), the ON
period lengths are evenly distributed, which indicates smooth
traffic. This is as expected because exponential distributed flight
length leads to light-tail distributed ON period [e.g., see (47)],
and this indicates SRD or nonbursty traffic. For the second sce-
nario (lower figure), the ON period lengths exhibit high variance,
which indicates bursty traffic. The effect can be explained by the
hyperbolic file size induced by the highly variable flight length.

By using the proposed protocols, the burstiness reduction ef-
fects can be also seen in the relay-node traffic. Fig. 9 shows the
significantly different traffic traces caused by two mobility pat-
terns. Both patterns follow the same flight-length distribution as
shown in (1) with different tail index «. In the first case (upper
figure), all the nodes adopt the same tail index « = 1.2, and
the relay-node traffic exhibits low frequency variations, which
indicates the LRD-like behavior and high intensity of bursts. In
the second case (lower figure), all the nodes adopt the same tail
index o« = 12, and the aggregated traffic on the relay node
has oscillations mostly in high frequency, which is to be ex-
pected, because high frequency variations will correspond lim-
ited bursts.

G. Validating the ON/OFF Model for Single-Node Traffic

Next, we carried out the experiments in a large-sale simulated
sensor network deployed in a large monitoring region. All the
settings of this network are configured according to above-men-
tioned hybrid network scenario. The actual traffic traces are first
collected from this network. Then, we synthesize traffic traces
based on the proposed traffic model and show that the synthe-
sized traffic fits the actual traffic. This strategy that utilizes the
large-scale simulated sensor network to generate experimental
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Fig. 10. (a) Actual single-user network traffic and corresponding (c) ccdf plot and (e) tail index estimate. (b) Synthesized traffic trace and corresponding (d) ccdf

plot and (f) tail index estimate. Only one synthesized trace is shown.

traces for validating analytical results is widely used in sensor
network research. Some works using this strategy include data
compression analysis [5], [6], MAC protocol design [20], and
packet traffic modeling [21].

The actual traffic is generated by a mobile agent, which
moves around within an experiment region of 5000 x 5000.
The measurements at each location in this region are gen-
erated according to the two-dimensional Gaussian random
field with the power exponential correlation coefficient, zero
mean, and 1 covariance. The static sensor nodes first discretize
the continuous measurement by encoding it with one of the
seven symbols. Each symbol corresponds to one of the seven
regions including (—o0,—2.5), [-2.5,—1.5), [-1.5,—0.5),
[-0.5,0.5), [0.5,1.5), [1.5,2.5), and [2.5, 00). Then, the static
sensor node assembles five consecutive encoded measurements
as an event and stores all the events locally. Next, the mobile
agent initiates its movement according to the human mobility
model—that is, for each movement, its actual traveled distance
is drawn from the heavy-tailed distribution with o 0.75.
After each movement, the mobile node retrieves the interested
events from the closest static sensor node. In this case, the
interested events at the current location are the new events
that occur at the same time as the events the most frequently
detected at the previous location, but have different values or
encoded symbols.

In Fig. 10(a), we show the volume of the actual traffic mea-
sured during each transmission period. Since constant trans-
mission rate is adopted, the traffic volume actually indicates
the length of the transmission period. The corresponding ccdf
and tail index estimate of the transmission periods are shown
in Fig. 10(c) and (e), respectively. The tail index is estimated
through linear regression in the log-log ccdf plot [Fig. 10(e)].
The linearity in this figure indicates that the actual traffic traces
are indeed heavy-tail distributed. Fig. 10(b) depicts the synthe-
sized traffic using the proposed ON/OFF model. The tail index -y,
of the proposed model is obtained through the tail index estimate
of the actual traffic traces. We observe that the outlooks of the
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Fig. 11. Linear relationship between traffic trail index and mobility tail index.

two traces are very similar, i.e., they are impulsive. We also plot
the ccdf of synthesized traffic in Fig. 10(d), which shows the
similar trend of the actual traffic in Fig. 10(c). In addition, the
straight line in the tail index estimate plot [Fig. 10(f)] clearly
shows that the synthesized traffic is heavy-tail distributed.
Next, we measure the actual traffic, varying the node mobility
behavior, i.e., varying the tail index o from 0.5 to 1. In Fig. 11,
we plot the tail index of the flight (travel distance) traces versus
the corresponding tail index of the actual traffic traces. The lin-
earity in Fig. 11 indicates that as mobility variability increases,
the traffic becomes burstier. To further confirm this observation,
in Fig. 12, we plot the volume of the actual traffic measured
under the scenarios with each transmission period. It is shown
that the traffic becomes less impulsive or bursty as « decreases.

V. CONCLUSION

This paper proposed a novel traffic model for WSNs with mo-
bile agents. This scheme captures the statistical patterns of the
mobility and spatial correlation. It is shown that the intensity of
the traffic burstiness or the Hurst parameter is completely deter-
mined by the mobility variability and the degree of the spatial
correlation. More specifically, higher mobility variability and
smaller spatial correlation could yield higher Hurst value, which
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indicates more bursty traffic. Conversely, smaller mobility vari-
ability and higher spatial correlation could lead to more smooth
traffic. These findings have been exploited to design the traffic
shaping protocols, which can facilitate the simple and effective
resource-provisioning strategy by reducing the traffic burstiness
through the adaptive coordination of node movement. The sim-
ulation results have been shown in close agreement between the
theoretical propositions and the observed statistical properties.

APPENDIX A
HEAVY-TAIL DISTRIBUTION

A random variable X has a heavy-tail distribution if its sur-
vival function follows

F(z)=P(X >z) — cx™?, asT — oo (48)
where the symbol — indicates that the ratio of the left- and the
right-hand side tends to 1. 0 < o < 2 is called tail index or
shape parameter, and c is a positive constant. Heavy-tail dis-
tributed random variables have infinite variance for 0 < a < 2,
and an unbounded mean for 0 < o < 1. The main character-
istic of a heavy-tail distributed random variable is the extreme
variability it exhibits. That is, heavy-tail distribution can give
rise to very large values with nonnegligible probability. A fre-
quently used heavy-tail distribution is Pareto distribution, whose
survival function is given as

F(a:):P(X>a:):<é>ﬂ7 r>h @)

T

where 0 < a < 2 is tail index and b is called the location
parameter, which is the minimum possible value of X .

In many practical applications, there is a natural upper bound
that truncates the probability tail. For example, all data sets have
finite size. In this case, truncated Pareto distribution is more
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appropriate for mathematical modeling. The truncated Pareto
distribution can be expressed by

f}/x_('}""'l)
flz) = P kmin <2 < kmax ~ (50)

where kmin(kmax}) denotes the lower (upper) bounds. v de-
notes the tail index.

APPENDIX B
PROOF OF PROPOSITION 2

Proposition 1 shows the survival function of the ON period
length follows power-law form with the tail index v, = 203 in
the region k1 < x < ko. In this case, the survival function can
be characterized by Pareto distribution, which is given by

P = (2

xr
In addition, Proposition 1 points out if z > ko, then the tail
index is always larger than 2. This means the survival function in
this region decays much faster than the heavy-tail distribution.
Thus, exponential distribution can be used to approximate the
survival function within the region ky < x < k3. That is

Ya
) , x € [kl k‘g] (629

F¥ (z) = pe ™, x € k2 k3. (52)

The exponent A can be obtained by the exponent index function

given by

dlog F,, (z)
dz

Since the initial point of the exponential distribution is located

at (ka, Fr, (k2)), then the parameters A and . can be given by

—B(logeln 10)~1V2R*
Vrer—20(1 — R*)In(1 — R*)

Iz, B) = . (53)

A= ﬂ(k%ﬂ) =

(54)

and

B —2B8(log eln 10)~1 R*
p=oxp ( (1— R*)In(1 — R*) )

1 t2 ’
x ((—ln(l—R*))_ In (ﬁ)) . (55)

max

APPENDIX C
PROOF OF PROPOSITION 4

Based on the relationship between the PSD of a real-valued
process and its autocorrelation, we obtain the autocovariance
Cx (t) based on the PSD given by

Ox(t) = Bx(t) - E?[X(t)]
_9 / S(f) cos(2m ft)df
0

"
:Cﬂr*ltl’“’“/ x7* 2 cos(x)dx
0
+Cz7r*1t1*7”/ 272 cos(z)dx
0

= AtV 4 Appl (56)
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where A; and A, are some constants. The power-law form of
autocovariance implies that the single-node traffic has the Hurst
parameter

_ 3—min(ye, %) 3 —min(25, )

H 57
5 5 (57
Since # < 1 and B, > 2, we obtain
3—2
322 (58)
2
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