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a b s t r a c t

This paper describes a Bacteria-based Nanonetwork for communication between
eukaryotic cell sized nano devices. The communication is achieved by the exchange
of DNA molecules which are transported by bacteria guided by chemotaxis. First, the
modules of the network are described and all the biological phenomena that support
the basic communication steps are explained in detail. Then an analytical model is
developed to assess the communication range and the network performance in terms
of capacity and end-to-end delay by considering the available information about the
biologicalmechanismsused. As there are no appropriate estimates of the propagation delay
introduced by bacterial chemotaxis, our newly developed simulator is introduced which
helps us to obtain the statistics on bacteria propagation. Finally, by combining the analytical
model with the simulation results, a network performance in terms of end-to-end delay,
capacity and end-to-end throughput is obtainedwhich is 4 orders ofmagnitude higher than
the other molecular communication approaches.

© 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Nanotechnology is making it possible to develop new
materials and devices with atomic precision. Nano-scale
devices, such as nanosensors, offer revolutionary health-
care, industrial and military applications. However, the
small size of such devices limits the capabilities of any
single one of them. Nanonetworking studies how to take
full advantage of their power by enabling them to coor-
dinate and communicate. Recent research has underlined
the need for new communication paradigms to intercon-
nect these devices, since traditional techniques are not
directly applicable at this scale [4]. The approaches for
nano-communications can be divided into two groups:
electromagnetic (EM) and molecular. On the one hand,
EM approaches [5] aim at harnessing the unique features
of novel materials such as graphene or carbon nanotubes
to implement antennas and transmitters adequate for the
nano-scale. On the other hand, molecular communication
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techniques [32,22] draw inspiration from nature to en-
code information in molecules that are exchanged be-
tween transmitter and receiver.

Molecular communication is specifically suited for
application in biological nano-sensors, since it is already
in use by naturally-occurring nano-devices, namely cells.
The latest advances in synthetic biology [20] suggest
that the first fully-functional man-made nano-devices will
be based on biological building blocks. These bio-hybrid
devices will be obtained by a combination of selective
breeding and genetic engineering over existing organisms,
combining functionalities found in different species to
obtain the desired behavior. The applications of these
devices span from cancer diagnosis and treatment to the
detection of chemical attacks.

Unfortunately, the molecular communication approa-
ches proposed so far have important drawbacks, such as
very low capacity or the need to deploy a complex infras-
tructure. One of the most interesting ideas to overcome
these problems is the use of bacteria to carry messages
encoded in DNA from transmitter to receiver [21]. This
must not be confused with Quorum Sensing (QS), which
has been thoroughly investigated by Bonnie Bassler [40].
QS is used by bacteria to recognize the presence of other
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Fig. 1. A Bacteria-based Nanonetwork with 3 nodes, 2 messages in transit and an empty carrier. Laden carriers follow the specific RA that is emitted by
their destination.
individuals from the same or similar species and to coordi-
nate the behavior among different bacteria, but cannot be
used to transmit arbitrary messages.

The use of DNA allows a higher throughput than other
molecular approaches, given the high information density
of DNA. At one bit per nm3 [2], we could store up to 13
billion terabytes in the size of a typical laptop hard drive.
However, the use of bacteria and DNA presents a series of
challenges that have not been addressed yet.

In this paper, we introduce a Bacteria-based Nanonet-
work (BN) that addresses the problems inherent to the use
of bacteria and DNA for point to point communication. The
paper is organized as follows: In Section 2, we describe the
major components of the network, while in Section 3 we
explain each step in the communication process. We then
analyze the network in terms of end-to-end delay, capac-
ity and communication range in Section 4. In Section 5, we
describe our new bacteria simulator which is developed
to estimate propagation delay. Using the previous math-
ematical analysis and the new simulator, we demonstrate
in Section 6 the performance that can be achieved in a BN
and summarize our conclusions in Section 7.

2. Nanonetwork architecture

The Bacteria-based Nanonetwork (BN) is composed of
nodes and carriers, as shown in Fig. 1. Nodes communicate
by exchanging DNA molecules. Carriers are the bacteria,
which take aDNAmolecule encoding themessage from the
transmitter, move towards the receiver, and then deliver
the DNA molecule. The nodes and carriers are floating in
a liquid medium with ample nutrients for them. In this
section, we provide a detailed description of carriers and
nodes.

2.1. Carriers: bacteria

The bacteria that carry information among the nodes
are rod-shaped and around 2 µm long and 1 µm wide.
This is the typical size of Escherichia coli [7], which is the
reference organism for the design of our carriers.

We assume that it will be possible to modify bacteria
to use already existing biological parts and that these parts
can be combined as desired to obtain specific behaviors. A
biological part is a set of genes that implement a certain
functionality in bacteria, such as chemotaxis or reproduc-
tion. There are many examples of teams who have suc-
ceeded in the task [37,38], and there already exists a freely
accessible Registry of Standard Biological Parts with more
than 12 thousand parts available.

In the BN, bacteria form a uniform population spanning
the whole medium. They maintain a uniform population
density by regulating their replication cycle [30] using
Quorum Sensing. In this population, mutations can make
the carriers deviate from their expected behavior. E. coli,
e.g., has a mutation rate of 10−8 [12] per base pair (bp)
per generation. With a total genome composed of 4.6 ·

106bp [27], this means that mutations are rare, but will
occur in a large population. In the future, we will address
how to minimize them and mitigate their effects in the
long-term performance of the system.

Bacteria are capable of self-motion in a liquid medium
using flagella, long tail-like appendages that they rotate
to propel themselves. Chemotaxis is the process by which
bacteria sense, via chemoreceptors, the concentration gra-
dient of specific particles and swim towards higher con-
centrations of beneficial particles called attractants.

E. coli can sense at least 12 different attractants using
different chemoreceptors that cause independent chemo-
tactic responses [3]. Additionally, there are E. coli mutants
that present no response towards specific attractants [25].
This means that bacteria can be directed towards specific
nodes that emit a given attractant. Different attractants
may cause a chemotactic response of different strength in
different bacteria, but we consider the responses homo-
geneous as, the mechanism being the same, homogeneity
can be achieved simply by selective breeding of bacteria
strains.

2.2. Nodes: Nano-machines

Nano-machines are devices with features in the nano-
scale that are able to perform computing, sensing and/or
actuation tasks [4]. We envision that the nodes will be
bio-hybrid nano-machines ranging from 5 to 100 µm in
diameter, which is the size range of most eukaryotic cells.
Nodes contain a DNA Processing Unit (DPU), which will
be able to encode an arbitrary strand of DNA. This DPU
will result from research in autonomous DNA computing
devices, such as DNA-based TuringMachines [6,14,34]. The
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Fig. 2. Overview of the basic communications steps in a Bacteria-based Network.
nodes are considered static, but slight movements of the
nodes do not affect the channel. Nodes can communicate
directly with their neighboring nodes or can use other
nodes as relays to reach nodes that are farther away using
a multi-hop path. In the rest of this paper, the terms node
and nano-machine are used interchangeably.

Nodes emit attractants, creating a concentration gra-
dient of these particles, as described in Section 4.3, with
the peak concentration at their own position. Every node
transmits at a constant rate a specific attractant, which
we call the reception attractant (RA), that guides carriers
delivering a message to the node. Additionally, when a
nodewants to transmit amessage, it emits transmission at-
tractant (TA), which is common for all nodes and attracts
nearby empty carriers.

Nodes are identified by a two-tier address system,
where each node has a physical address and a unique
network address. The addressing in these networks is an
important and open research problem which needs to be
investigated further and concrete solutions are needed.
Each message in transit contains the network address of
the destination node and the physical address of the next
node on the path to destination. The physical address is
related with the RA a node emits. Carriers perform chemo-
taxis towards the RA associated to the physical address in
the message. The number of RAs is finite but, as shown in
Section 4.3, the area of influence of a node is limited, so RAs
can be reused in space. The network address is necessary
to remove the ambiguity among distant nodes that use the
same RA.

BNs relaying scheme is supported by an RA-based
routing table in the DPU of each node, with network
addresses as key and RAs as yield. The address assignment
and routing table contents are interesting and open re-
search problems. In particular, the lack of broadcast mes-
sages in BNs makes the problem much more challenging.
When a transmitter wants to send a message to a specific
destination, it will search for the corresponding reception
attractant (RA) in the routing table. If the destination is in
direct range of the transmitter, this RAwill be the RA of the
destination. If not, the RA will be the RA of the next hop in
the route to the destination. This next hop will send the
message to the following one and so on until the message
reaches its destination.

3. Basic communication steps

In this section we describe the biological phenomena
involved in the Bacteria-based Nanonetwork, which are
summarized in Fig. 2.
3.1. Encoding

The DNA Processing Unit in the transmitter encodes the
message to transfer in a double-stranded DNA molecule.
DNA is a long molecule composed of two polymers of nu-
cleotides, with each nucleotide from one polymer bonded
to one in the other forming a base pair (bp). Each poly-
mer runs in opposite directions, with the asymmetric ends
of each polymer being called 5′ and 3′. Each nucleotide
contains one of four possible bases: adenine (A), cytosine
(C), guanine (G) or thymine (T). The base in a nucleotide
determines the base in the other nucleotide in the pair so
that they are either AT or CG. Each bp thus can encode 2
bits, since there are 4 possible options for the base of one
of the nucleotides of the pair, and the other base is deter-
mined by the first.

This DNA forms a plasmid, i.e., a circular DNA strand
capable of self-replication and self-transfer, via bacterial
conjugation, to new bacteria. The plasmid can be up to
1.6 mbp (mega base pairs) [16] long, and it is divided
into 3 parts: the transfer region, the routing region and the
message region. Transfer and routing regions constitute the
active section of the plasmid, i.e., the section that is to be
expressed or interpreted as biological instructions.
(1) The transfer region: is present in typical plasmids as the
F factor of E. coli and is 33 kbp (kilo base pairs) long [18].
This region contains the genes and structures necessary for
self-replication and transmission of the plasmid.
(2) The routing region: contains a set of genes that im-
plement the behavioral differences between empty bac-
teria, with no data to deliver, and laden bacteria carrying
a DNA message. These genes encode new proteins or in-
hibit genes in the bacterial DNA [17] for various purposes:

• Deactivate chemotaxis towards transmitters.
• Activate chemotaxis towards the receiver, using a

specific protein that enables chemotaxis towards a
specific RA. This protein is the physical address of the
message.

• Inhibit bacterial replication [30]. To avoid the number
of bacteria with the same message growing exponen-
tially, since this would overload the receiver.

• Enable programmed death [15] on timeout. This is
used to prevent delivery of messages that have accu-
mulated a very long delay by making bacteria suicide
a specific time after plasmid reception.

The size of the routing region is expected to be in the
order of the size of the transfer region, i.e., tens of kbp.

(3) Themessage region: contains the destination network
address and the message body, which occupies most of the
length of the plasmid.
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Encoding an arbitrary DNA sequence in the plasmid
poses a problem: once in the bacterium, the arbitrary
sequence would be expressed and could lead to the
synthesis of proteins that could interfere with themessage
delivery. To avoid this, we disable the expression of the
message by encoding it as inactive DNA, at the cost of
reducing the available bits per base pair.

Oneway to inhibit DNA expression is to avoid promoter
sequences. Promoters are specific DNA sequences where
the RNA polymerase can bind to start the transcription.
Promoters are varied in the DNA of a single organism, but
they all share subsequences called consensus promoters.
Avoiding these sequences prevents DNA expression.

3.2. Encapsulation

In this step, the plasmid generated in the encoding step
is transferred to a carrier. First, the transmitter emits TA
to attract empty carriers in the vicinity. The TA emission
can happen simultaneously with the encoding step. When
a bacterium is close enough to the transmitter, a copy
of the plasmid is passed to the bacterium using bacterial
conjugation. The transmitter first attaches to the carrier
using a pilus, which will retract to get the carrier in
physical contact with the transmitter. The membranes
of the transmitter and bacterium connect and a single-
stranded DNA molecule (ssDNA) is unwound from the
plasmid and transferred to the carrier. After the ssDNA
has been transferred, the transmitter and carrier separate
and the ssDNA in the carrier replicates into a full plasmid.
Note that in nature, the plasmid is also reconstructed in
the donor, i.e., the transmitter. However, the remains of the
plasmid in the donor can be discarded in our case.

Once the plasmid is transferred to the carrier, the active
section of the plasmid is expressed, the bacterium regulates
its behavior as detailed in Section 3.1, and the propagation
step starts.

3.3. Propagation

In this step, the carrier swims from transmitter to
receiver using bacterial chemotaxis. The delay is limited
by the programmed death in the active part of the
plasmid described in Section 3.1 by the TTL (Time To Live)
gene. Messages not received after a certain time can be
considered lost, as bacteria carrying them will suicide.

For a reliable TTL mechanism, we must consider that
after a bacterium dies, its membrane breaks and its com-
ponents are released to the medium. The naked plasmid
floating in the medium could be incorporated by another
carrier through a process called transformation, and the
transformed bacterium could then finish the delivery. The
ability to uptake naked DNA is called competence, and to
avoid this problem we use non-competent bacteria [24].

There is no reason for bacteria to die while propagating
in a controlled medium. However, if there is a probability
of bacterial death in propagation, it can be considered part
of the message loss probability.

3.4. Decapsulation

This step uses bacterial conjugation, as explained for
the encapsulation step, with the carrier as donor and
the receiver as acceptor. After receiving the message, the
receiver kills the bacterium, which would try to re-deliver
the message otherwise.

A laden carrier might encounter an empty one and
pass a copy of the carried plasmid to it, resulting in un-
desired message duplication. However, we can use surface
exclusion [1], which is used by naturally-occurring plas-
mids to ensure they are not transferred to bacteria that al-
ready have a copy of the plasmid. For our purposes, this
mechanismwould be adapted so that bacterial conjugation
can only happen between a node and a carrier.

Still, in case there are different nodes in the medium,
each one emitting a different attractant, a bacteriummight
reach, by chance, the wrong node. The receiver determines
if the message was for itself by checking the physical
address in the message. If it does not match, the message is
discarded, so the possibility of the message being relayed
to the wrong node must be accounted for in the loss
probability.

3.5. Relaying

Once the message is decapsulated, the receiver checks
the destination network address in the message. If it
matches the local network address, the message is de-
coded. If it does not, the RA in the plasmid is substituted by
the RA in the local routing table that matches the destina-
tion address of the message and the plasmid is resent.

In Fig. 3 we can see an example of a network architec-
ture using the Bacteria-based Nanonetwork. Only 6 RAs,
represented by different colors and symbols, are used, but
the network is formed by an arbitrary number of nodes.
Here we have two types of nodes: client nodes and gate-
way nodes. Clients have a small area of influence due to
a low attractant emission rate. They are associated with a
nearby gateway and they use the gateway RA for all their
outgoingmessages, so they do not need tomaintain a rout-
ing table. Gateways have complete routing tables and can
use different RAs in their outgoingmessages. Client RAs can
be reused if the clients are associated to different gateways,
and gateway RAs can be reused too if the gateways are dis-
tant enough. It is possible to send a message among any
two nodes in the network and the architecture could be
extended into a bi- or tri-dimensional lattice of gateways.

3.6. Decoding

In this step, the receiver uses its DPU to sequence the
message region of the plasmid. Sequencing is the process
of determining the primary structure, i.e., the sequence
of nucleotides, of a DNA strand. Then the message can be
decoded and processed at the receiver. This step concludes
the communication process.

4. Analytical model

In this section we develop an analytical model for the
performance evaluation of the Bacteria-based Nanonet-
work in terms of end-to-end delay, capacity and commu-
nication range. We use the already known values for the
times of the processes involved in the communication,
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Fig. 3. BN example. The color and symbol of each node indicates the receiver attractant they emit and the circle around them their area of influence. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
except for the propagation time due to bacterial chemo-
taxis, which is obtained with our newly developed simu-
lator in Section 5. Then we will obtain the capacity of the
network so it canbe comparedwith other approaches, such
as the one proposed in [13].

4.1. Delay

In the Bacteria-based Nanonetwork, the delay corre-
sponds to the sum of delays of each step in the communi-
cation process. For a single hop, the delay thop of a message
of b bits to a destination at distance d in a medium with
carrier density p is given by

thop = tencod(b) + tencap(p, b) + tprop(d)

+ tdecap(b) + tdecod(b), (1)

where

• tencod(b), the encoding delay, is the time needed to syn-
thesize the plasmid at the transmitter. This parame-
ter depends on the speed of the DPU, but we envision
that it will be in the order of the bacterial DNA replica-
tion speed, rDNA = 1400 bp/s [11].

• tencap(p, b) is the encapsulation delay, given by the
expression tencap(p, b) = tcarr(p) + tbc(b) + texp, where
– tcarr(p) is the time needed for the transmitter to

attract a carrier by emitting TA. For an adequate den-
sity of carriers, and if the transmitter starts emit-
ting attractants while the encoding is taking place,
this delay will not be significant.

– tbc(b) is the time needed for bacterial conjugation.
It depends on the size of the plasmid, which is
physically pushed from donor to acceptor at a speed
of around 833 bp/s [19].

– texp is the time necessary for the expression of
the genes that activate chemotaxis towards the
receiver. With a bacterial transcription rate of 2500
nucleotides per minute [33] and an active part of the
plasmid of 50 kbp, it is in the order of 20 min.

• tprop(d) is the propagation delay, i.e., the time required
by bacteria to move from transmitter to receiver.
To study this phenomenon, we use our simulator
described in Section 5.

• tdecap is the delay for decapsulation, which is given
by tbc(b), described above, the time for the bacterial
conjugation process that will take place at the receiver.
• tdecod is the decoding delay, i.e., the time needed by the
receiver to sequence the DNA in the received plasmid.
We envision that it will be in the order of the encoding
delay.

For N hops, assuming non-congested intermediate
nodes, the total delay becomes

ttot = tencod(b) + N · tencap(p, b) +

N−
i=1

tprop(di)

+N · tdecap(b) + (N − 1) · trel + tdecod(b), (2)

where the term trel is the relaying delay, in which an
intermediate node modifies the RA in the plasmid so that
it will go to the correct next hop. With the restriction
endonucleases being effective in time orders of 5 min [28],
we estimate 10 min as a typical relaying delay.

4.2. Capacity

The Bacteria-based Nanonetwork presents unique fea-
tures that demand a radically original approach for the
study of its capacity. In principle, it may seem that the ca-
pacity of the network will be reached when there are so
many carriers in transit that it is not possible for each car-
rier tomove freely and perform chemotaxis from transmit-
ters to receivers. This, however, will hardly be the limiting
factor in this network. We can draw an analogy with the
cargo capacity of the whole international merchant navy.
In this case, the capacity would be reached when there are
so many ships on the sea that they cannot sail to their des-
tination ports. However, the actual limit will be reached
much sooner, when all the ports in the world are at full ca-
pacity loading or unloading cargo from the ships as fast as
they can. In this network, thus, the capacity is not deter-
mined by the channel itself but by the endpoints.

In our network, too, the maximum capacity is deter-
mined by the endpoints, and specifically by the speed at
which plasmids can be built, This speed is in the order of
the DNA replication rate of bacteria, rDNA. For a multi-hop
path, the routing done at the intermediate nodes needs to
modify just a small part of the plasmid, and is thus faster
than the encoding at the endpoints in a non-congested net-
work.

As discussed in Section 3.1, to make the message part
of the plasmid inactive, it will be necessary to avoid
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consensus promoter sequences. For E. coli, such sequences
are 5′TATAAT3′ at position −35 (i.e. 35 bp before the
bp where transcription starts) and 5′TTGACA3′ at position
−10. We can thus disable transcription inserting a C after
each 5′TATAA3′ sequence. With this change we can obtain
a rate of bits per base, bpp, of

bpp =
5
3

·
5

1024
+ 2 ·

1019
1024

= 1.998, (3)

since bases that are part of a 5′TATAA3′ sequence are
encoding 10 bits in 6 bases and those bases that are not,
still encode 2 bits per base. The probability of a base being
part of such a sequence is 5

1024 since there are 1024 possible
5-base sequences, and the base could occupy any of the 5
positions in it.

To obtain the capacity of the system, we must account
also for the error probability and the loss probability.
The error probability per base, perr , is the probability of
selecting the wrong base when replicating a DNA strand.
In bacteria, perr = 10−8 per bp. Since two copies of the
plasmid, one per bacterial conjugation, are made from
receiver to transmitter and assuming that the errors are
equiprobable among any two bases, the end-to-end total
error probability for one hop is then

perr−1hop =


1 −

1
3
perr


perr + (1 − perr)perr , (4)

where the first term in the addition accounts for the
possibility that an error occurs in the first DNA copy and
is not fixed by chance by an error in the second copy. The
second term in the addition accounts for an error in the
second copy.

The n−hop error probability is modeled after the single
hop error probability as a geometric series. Considering the
case where a second error on the same base at a later hop
restores a corrupted base, by chance, to the correct one, we
obtain

perr−n−hop = 1 − (1 − perr−1hop)
n

−
1
3
p2err−1hop · (1 − perr−1hop)

n−2. (5)

We consider that the probability of three errors on the
same base during a transmission is negligible.

The loss probability in one hop is given by

ploss = 2pbc−int(b) + ptout + pact−err + pprom
+ pwrong−dest + pdeath − pmult , (6)

where pbc−int is the probability that the bacterial conjuga-
tion process is interrupted for a plasmid of b bits, and pdeath
the probability of the carrier dying in transit. These two fac-
tors need to be estimated experimentally but can be 0 in a
completely controlled medium. ptout is the timeout proba-
bility, the probability that the propagation timewill exceed
the chosen TTL, which can be estimated using the simula-
tor described in Section 5.

pact−err is the probability that an error is made when
replicating the active section of the plasmid, transfer
and routing regions. An error in this part may make the
bacterium unable to either swim or transfer the plasmid
to the receiver. For an active area of l base pairs, pact−err =

1 − (1 − perr)l.
pprom is the probability that a promoter appears in the

message because of a mutation, causing the bacterium to
express arbitrary DNA, which may incapacitate the bac-
terium to propagate to the receiver.We compute the prob-
ability that the consensus promoter appears in the message
because of a mutation, but pprom is lower since this is a
necessary but not sufficient condition for a valid promoter
and, furthermore, even if there is a valid promoter it might
not affect the bacteriumpropagation. The probability that a
mutation in a basewill form the consensus promoter is 12

222
,

since the consensus promoter is composed of 12 bases (12
possible positions the base might occupy in the sequence,
and a chance of 1 in 411 that all the other baseswith respect
to this one are correct). Then, for a message of k bases,

pprom <
12
222

· k ·
1
3
perr . (7)

pwrong−dest is the probability that a carrier delivers the
message to the wrong node. It depends on the density and
geometry of the node distribution, but we consider it is
non-significant for topologies where nodes in range do not
have other nodes in their line of sight and the distances
between nodes are orders of magnitude higher that the
node size.

pmult is the probability of more than one loss condition
happening to the same message. We consider this condi-
tion too rare to have a significant impact in the total loss
probability.

The loss probability for multiple hops obtained again as
a geometric series plossn−hop = 1 − (1 − ploss)n.

The capacity per base is then

Cbase = bbp − H(perr−n−hop), (8)

where H(p) = − (p log2(p) + (1 − p) log2(1 − p)) is the
binary entropy function [35]. Finally, the total capacity of
the network is

C = Cbase · rDNA · (1 − plossn−hop). (9)

Since different bacteria do not cause interference to
each other, this capacity can be simultaneously attained
by every transmitter in the network as long as the
intermediate nodes are not saturated.

4.3. Range

The range for a hop is the maximum distance at which
a bacterium sensitive to a specific attractant will be able to
find an emitter of that attractant. This range is determined
by the concentration gradient of attractant created by the
receiver, since bacteria will only find their way to the
receiver if the steepness of the gradient is adequate to be
sensed by them. This gradient depends on the attractant
emission rate Q . The range is higher for higher Q , but, if Q
is too high, the gradient near the receiver will be too steep,
and bacteria will saturate and not find the receiver.

The concentration distribution of a molecule emitted
at a constant rate of Q mol/s from a fixed point in an
unbounded 3-dimensional space is [9]:

U(r, t) =
1

1000
Q

4Dπr
erfc


r

√
4Dt


(10)
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Fig. 4. Evolution of the concentration gradient time factor over time for different distances.
with d the distance from thepoint of release inm, t the time
during which the particles have been released in s and D
the diffusion coefficient in m2/s. The resulting concentra-
tion is inmolar. For infinite time, the concentration reaches
its stationary level U(r) =

1
1000

Q
4Dπr .

The limiting factor of the range will be given by the
time-dependent factor of Eq. (10), erfc


r

√
4Dt


, which is

plotted in Fig. 4 over a logarithmic time scale for differ-
ent distances. This factor determines how long it takes for
the attractant concentration at a given distance from the
point of emission to go from 0, at the moment the attrac-
tant starts to be emitted, to its stationary level, when the
time factor approaches 1.We consider that a concentration
gradient starts to be effective at a certain distancewhen the
concentration reaches 20% of the stationary level. The time
until such level is reached is the preparation time. In Fig. 4,
we show that for a distance of 10 cm the concentration is
effective only after 1000 h. We believe that larger prepara-
tion times are impractical and thus, consider themaximum
range for a hop in the BN is in the order of tens of cms.

5. Simulation of bacteria propagation through
chemotaxis

5.1. Motivation

The purpose of the bacteria simulator is to provide a
measure of the time that bacteria need to move, using
chemotaxis, from transmitter to receiver, since adequate
estimates of this have not yet been published. Addition-
ally, the simulator provides the timeout probability, i.e., the
probability that a bacterium has not reached yet the re-
ceiver after a specific time. The stochastic nature of chemo-
taxis along with the high number of parameters involved
in the process make simulation the best tool for these esti-
mations. Someworks have characterized chemotaxis using
differential equations [31] that considerwhole populations
of bacteria and relate the population density and attractant
density over time. This approach, however, cannot be used
in our case of modeling the behavior of a single bacterium
moving from a specific origin to a specific destination.

We can find a number of chemotaxis simulators in biol-
ogy literature [10,39] that focus on the internal chemotac-
tic signal pathway. However, a different tool is needed to
examine the complete behavior of bacteria when moving
to specific locations. A simulator similar to ours is imple-
mented in [23]. However, its architecture model makes it
impossible for us to measure the delay in distances greater
than 1 mm. Moreover, the simulation in [23] is based on
a 2 dimensional medium. With our simulator, it is possi-
ble to effectively simulate any distance useful for bacterial
chemotaxis in a 3D medium. The difference between the
2D and 3D medium is important. Having one more degree
of freedom, it is more difficult for bacteria to reach the ex-
act location of the transmitter, causing an eye of a needle ef-
fect that increases the delay. In a non-biased randomwalk,
for example, the probability of reaching any point of a reg-
ular lattice as the number of steps approaches infinity is 1
in 2D, but only 0.34 in the 3D case [41].

5.2. Model

Our simulator follows the most widely accepted model
for bacterial chemotaxis in Biology literature. A bacterium
is, at any moment, either in a running or tumbling [7] state
and alternates continuously between both. The duration
of each state is exponentially distributed, with a mean
duration of 1.25 s for runs and 0.17 s for tumbles. During
runs, bacteria swim in an approximately straight direction
and in tumbles they spin on their position, changing the
direction of the next run.

Bacteria have a short-term memory [29] spanning a
few seconds, so that bacteria notice when the attractant
concentration is increasing. When this happens, they
perform longer runs, which provokes a biased randomwalk
that leads bacteria to their destination.

The simulator divides the time into steps of 0.01 s.
At each time step, the probability of state transition is
computed and the bacterium state is updated. Then the
position and direction of the bacterium are determined.
The rest of this section explains the model in more detail.
(1) Runs: During runs, bacteria swim at a speed of 20 µm
per second, but their trajectory is not perfectly straight.
Rotational diffusion causes bacteria to change their direc-
tion by a mean square angular deviation on each axis of
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Fig. 5. Normalized impulse response vs. time.
⟨θ2
⟩ = 2Dr t , where Dr is the rotational diffusion coef-

ficient and t the time. Approximating the bacterium as a
sphere of radius a, Dr =

kT
8πηa3

, with k the Boltzman con-
stant, T the temperature in Kelvin and η = 0.027 g/cm s
the dynamic viscosity. Rotational diffusion is implemented
by randomly adding or removing at each time step an an-
gular deviation equal to themean square angular deviation
to the current pitch and yaw.
(2) Tumbles: During tumbles, bacteria spin and pick a new
direction for the next run. The new direction is correlated
with the direction of the last run, the difference between
both directions on a planar projection being on average
62° with a standard deviation of 26°. We compute the
change of direction after a tumbling phase as a normal
distribution with the mentioned parameters, truncated
between 0 and π and normalized. Two values from this
distribution are added to the pitch and yaw with the signs
being determined by coin flips.
(3) Impulse response: Bacteria process attractant concen-
tration with a system that behaves as a linear time-
invariant system [8] when it is not saturated. While the
shape of the impulse response, shown in Fig. 5, is known,
there is still controversy about the actual gain of the sys-
tem [36,26]. The positive and negative lobes of the impulse
are equal, which means that the system is stable and in-
active at a constant concentration. The impulse response
varies for different organisms and attractants, but we fo-
cus now on a specific response to characterize the channel.
We will study the advantages and feasibility of different
impulse responses in the future.

Themean run time is tR = min(10, 1.25+ks ·max(0, h∗

s)), where h is the impulse response, s is the concentration
signal and ∗ the convolution operator. If the result of the
convolution is zero or negative, the mean run time is the
base mean run time, 1.25 s. ks is a constant chosen to make
a lineal concentration increase of 50 mM/µm, which is
the saturation concentration, result on a mean run time of
10 s. Bacteria will be insensitive to concentration gradients
steeper than the saturation concentration, keeping the
maximum 10 s mean run time for them.
6. Performance evaluation

Our performance evaluation is based on known charac-
teristics of biological phenomena used in the channel and
the simulator described in Section 5 for the propagation
delays. In the simulations, unless otherwise stated, the re-
ceiver has a radius rrcv = 50 µm, and emits attractant at
a rate Q = 10−11 mol/s. The attractant has a diffusion co-
efficient D = 10−9 m2/s, like the most studied attractant,
aspartate. Fig. 6 shows, from left to right and top to bot-
tom, the xz, xy, and yz projections and the perspective of a
bacterium run from a transmitter to a receiver 1 cm apart,
plus the evolution of the distance to receiver with time.

6.1. Range

As explained in Section 4.3, the time constraints limit
the range of a single hop to tens of cms. It is necessary
to check by simulation if, below this limit, a concentration
distribution created by a single and fixed attractant emitter
can attract the bacteria. In Figs. 7–9, we show the evolution
of bacteria distance to receiver with time for different Q ,
considering infinite emission time, averaged over 1000
runs, for 3 different initial distances: 1 mm, 1 cm and
10 cm, respectively. These images show that for 1 mm
distances, the best rate is Q = 10−12, but at 1 cm that rate
attracts the bacteria very slowly and Q = 10−11 is more
effective. Q = 10−9 saturates the bacterium at distances
smaller than 4 cm from the receiver, but it is the only
one sensed by bacteria 10 cm away. Given this, to attract
a bacterium 10 cm away, a receiver would need to emit
several independent attractants at different rates, each
attractant driving bacteria in the right direction in a
different distance range.

6.2. Delay

The delay for one hop, detailed in Section 4.1 can be split
in fixed delay and propagation delay. The first comprises
every step in a one-hop communication process except
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Fig. 6. Sample simulation for rrcv = 50 µm, Q = 10−11 mol/s, D = 10−9 m2/s, d = 1 cm.
Fig. 7. Distance from receiver vs. time for initial d = 1 mm and different RA emission rates.
Fig. 8. Distance from receiver vs. time for initial d = 1 cm and different RA emission rates.
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Fig. 9. Distance from receiver vs. time for initial d = 10 cm and different RA emission rates.
Fig. 10. Average total delay vs distance for different emission rates.
for the propagation and can be considered constant and
equal to 122 min. The propagation delay is highly variable
and depends on the distance to the transmitter, the RA
emission rate of the transmitter, the receiver radius and
the specific bacteria behavior. Fig. 10 shows themean total
delay, averaged over 1000 simulations for each case, for
different emission rates and initial distances, from 1 mm
to 1 cm. We see again that different emission rates have
different areas of effectiveness.

Regarding the propagation delay variability, Figs. 11
and 12 show the delay distribution for d = 1 mm, Q =

10−9 and d = 1 cm, Q = 10−11. As has been proposed be-
fore [23], the delay distribution resembles a Gamma distri-
bution.

For multi-hop, each intermediate node has to de-
capsulate the plasmid, modify it for the next hop, and
encapsulate it again, which takes a total time of 90 min.
This means that it is not practical to subdivide a long hop
in faster, smaller hops. Even though the total propagation
time in the many-hops route can be lower than in the 1-
hop, the routing delays will cause a higher total delay. Us-
ing 1 cmhops then, BN offers a delay, for a distance of n cm,
of (4.5n − 0.5) h.

6.3. Capacity

We follow the model in Section 4.2 to compute the
capacity of the BN using a 1.6 mbp plasmid divided in a
50 kbp active section and a 1.55 mbp message. perr−1hop

= 2 · 10−8. In a controlled medium, pbc−int , pdeath = 0.
pwrong−dest = 0 too for a typical topology. Additionally, the
simulation shows that for a timeout large enough, like 20 h,
ptout can also be considered as 0. pprom for a message size of
1.55mbp is less than 1.43·10−8. The probability of an error
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Fig. 11. Propagation delay distribution for d = 1 mm, Q = 10−9 .
Fig. 12. Propagation delay distribution for d = 1 cm, Q = 10−11 .
in the active section of the plasmid is pact−err = 5 · 10−4, a
value that can be considered as the total loss probability.

With bpp = 1.998, the capacity per base for one hop
is then Cbase = 1.998 − H(2 · 10−8) ≈ 1.998. The total
capacity for one hop is C = 2796 bps (bits per second).
This compares very favorably against other molecular
communication approaches, such as the one proposed
in [13], where a one dimensional space is assumed and a
capacity below 0.1 bps is achieved and a delay in the range
of 10 h is obtained.

For multiple hops, the error probability grows, but for
100 hops it is 10−6, which still has a negligible influence
in Cbase. The capacity can be rewritten, depending on the
number of hops, n, as

C = Cbase · rDNA · (1 − ploss)n, (11)
from which the capacity with n hops is 99.5% of the
capacity with n − 1 hops.

7. Conclusions

Bacteria-based Nanonetworks use bacteria as carriers of
messages encoded in DNA molecules. This novel approach
to molecular communications offers significant improve-
ments, such as a capacity 4 orders of magnitude higher
than previous techniques. We envision that this type of
network will be extremely useful for applications such as
data collection fromnanosensors, or command submission
for nanoactuators.

In this paper we describe the different components of
the network, nodes and carriers, and the various steps
in the communication process along with the biological
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phenomena that support them. This demonstrates the fea-
sibility of the BN and, additionally, allows us to develop a
mathematical analysis of the network based on the avail-
able information on the biological phenomena involved.
In this analysis, we provide expressions for the end-to-
end delay, capacity and communication range of the sys-
tem. Given the lack of reliable estimates of the bacterial
propagation time, we have developed a new simulator to
obtain appropriate statistics on this time. Using our math-
ematical analysis and our simulator, we conduct a perfor-
mance evaluation of the network that shows its superiority
over other approaches.

In the future, we plan to address some of the many in-
teresting research issues that BN presents, such us address
assignment, multi-hop path creation, multi-attractant
receivers, mathematical analysis of propagation delay,
the effect of saturated intermediate nodes on capacity, or a
more detailed description of each of the steps in the com-
munication process. This paper provides a roadmap for
whatwe believewill be one of themost useful and exciting
approaches for molecular communication.
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