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This paper addresses the problem of opportunistic access of secondary users to licensed
spectrum in cognitive radio networks. In order to avoid interference to the licensed pri-
mary users, efficient spectrum detection methods need to be developed. For this purpose,
in recent years several sensing techniques have been proposed to monitor and regulate the
spectrum access to the shared spectrum resources. However, spectrum sensing may be
affected by errors in the form of missed-detections (i.e., an occupied spectrum is errone-
ously detected as free) or false-alarms (i.e., a free spectrum is erroneously detected as occu-
pied). These two magnitudes pose a tradeoff on the design of the spectrum sensing
mechanisms meaning that low missed-detection can only be achieved at the expense of
high false-alarm and vice versa. Thus, the network designers should adaptively tune the
sensing techniques such that the highest perceived Quality of Service (QoS) is achieved
by both primary and secondary users. In this paper, a framework is introduced for deter-
mining the sensing operating points. Also the definition of Grade-of-Service (GoS) metrics
is adopted to the case of primary/secondary users spectrum sharing. It is shown that the
operating points of the sensing mechanisms can be easily adjusted according to the current
traffic load of both primary and secondary users so that the perceived GoS is maximized. In
addition, the Erlang Capacity of the spectrum sharing system for both primary and second-
ary users is also evaluated considering the effects of erroneous sensing.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

spectrum opportunities for subsequent spectrum access
becomes the key element enabling Opportunistic Spectrum

The spectrum efficiency and utmost usage in cognitive
radio networks (CRNs) [1,2] calls for the implementation
of advanced spectrum management mechanisms algo-
rithms and architectures devoted to guarantee a non-inter-
fering access to shared spectrum resources. The
Hierarchical Access Model [3] refers to the problem where
some licensed spectrum is opened for secondary usage on a
non-harmful basis. In these scenarios, the discovery of
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Access (OSA) [3].

The considered deployment case in this work is that of
an infrastructure-based system, e.g., traditional cellular
networks. The Primary Network (PN) is intended to serve
Primary Users (PUs) along with an infrastructure-based
Secondary Network (SN) devoted to serve Secondary Users
(SUs). The spectrum over which the PN operates, i.e., the li-
censed spectrum, is opened for secondary spectrum usage
by the SN as long as SUs do not interfere with ongoing or
newly arriving PU transmissions. Thus, the primary spec-
trum usage awareness at the SN is vital for a non-harmful
operation. Several alternatives concerning spectrum
awareness are envisaged which may include coordinated
and uncoordinated operation between the PNs and the
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SNs. For the coordinated case, see e.g. [4-7], there is an ex-
plicit communication and synchronization between the PN
and the SN which enables the SN to be aware of primary
spectrum activity by means of dedicated channels. As for
the uncoordinated case, the primary activity is essentially
invisible to the SN and thus spectrum sensing mechanisms
have to be implemented on the secondary side [8-11]. In
this work, the focus will be on the uncoordinated case,
i.e. the sensing-based case.

1.1. Motivation

Sensing-based spectrum discovery mechanisms, [12],
may be affected by errors and, consequently, provide false
information to the SU about PU spectrum occupancy. These
errors are typically in the form of false-alarm (i.e., a free
channel is erroneously sensed to be occupied) and misde-
tection (i.e., an occupied channel is erroneously sensed to
be free). As explained hereafter, by adequately choosing
the operating points of the sensing mechanisms, a tradeoff
may be achieved between these two errors. As shown in
the following, this means that low misdetection is attained
at the cost of increased false-alarm and, conversely, low
false-alarm is achieved at the cost of high missed-
detection.

According to the above, the missed-detection error will
mainly affect the interference of PUs with SUs, that is, it
will cause SUs accessing the spectrum already occupied
by a PU. Consequently, resulting in a degraded operation
for both PUs and SUs. On the other hand, false-alarm er-
ror will prevent SUs from accessing non-utilized spec-
trum, thus degrading the performance of these users.
Bearing this in mind, a common approach has been to im-
pose low values on the missed-detection probability so as
to protect the PUs a the cost of reduced SU performance.
Nevertheless, despite the PUs having strict access priority
to spectrum resources, it may be necessary to guarantee
some Quality of Service (QoS) requirement not only for
PUs but also for SUs [5]. This becomes particularly true
if the license holder (i.e., the entity ruling primary opera-
tion) demands payment for secondary access to the spec-
trum. Accordingly, the secondary system will expect some
minimum return in terms of perceived service quality by
SUs.

According to the above, the main contributions of this
paper are summarized in the following:

e An analytical framework based on a Discrete Time Mar-
kov Chain (DTMC) model is provided for the evaluation
of sensing-based secondary spectrum access scenarios.
A justification for the proposed modeling approach is
also provided.

e A statistical spectrum sensing model accounting for
potential sensing errors, in the form of false-alarm and
missed-detection, is provided to capture the effects of
such errors at a spectrum-assignment level. This model
allows to use well-known expressions in the literature
concerned with the false-alarm and missed-detection
probabilities under several channel propagation
conditions.

e The definition of the above-mentioned framework will
enable to assess the potential gains that can be achieved
by correctly selecting the sensing operating point which
determines a particular value of the false-alarm and
missed-detection probabilities.

e The suitability of the sensing operation points is deter-
mined using the Grade-of-Service (GoS) concept from
“classical” telephone networks properly adapted to the
primary/secondary spectrum sharing scenario. In this
way, a metric is built taking into consideration the per-
ceived service quality for both PUs and SUs.

1.2. Related work

To the best of our knowledge, our modeling approach
differs from existing work [13-19], such that we use
DTMCs (Discrete Time Markov Chains) as opposed to
widely-used Continuous Time Markov Chains (CTMCs).
The rationale behind using DTMCs instead of CTMCs is
based on the fact that sensing mechanisms operate on a
periodic time basis, and where the sensing periodicity is
an important design parameter. Therefore, the DTMC mod-
els, which observe the state of the system at discrete time
instants, can accurately model the proposed scenarios by
considering the observation instants of the DTMC as the
sensing instants. Moreover, DTMC models are usually eas-
ier to analyze than CTMC models and, essentially, mathe-
matically more tractable. In addition, a statistical
spectrum sensing model, which accounts for missed-
detection and false-alarm errors, is proposed. This model
determines the behavior of SUs in the DTMC regarding
whether or not they can access a given channel at a partic-
ular time. In this sense, this also constitutes a novelty with
respect to [13-18] which disregard the effects of sensing
errors. Despite the fact that some considerations about
sensing errors are introduced in [19], these are not related
to any particular spectrum sensing mechanism (i.e., energy
detection, pilot detection, etc. [12]). Conversely, we obtain
the missed-detection and false-alarm values according to
the well-known expressions regarding the energy detec-
tion of signals in Rayleigh fading as in [20,21], accordingly
achieving higher modeling accuracy. In particular, [20]
provides expressions for the false-alarm and missed-detec-
tion probabilities using energy detection in Rayleigh, Naka-
gami and Rician channels. Moreover, it also addresses the
performance of energy detection when reception diversity
schemes are employed. In addition, the work in [21] inves-
tigates how the performance of spectrum sensing using en-
ergy detection can be improved by allowing different SUs
to collaborate by sharing their information. As a conse-
quence, the proposed framework can consider several
channel conditions as well as implementation alternatives
by using the appropriate false-alarm and missed-detection
expressions provided in the related literature.

With respect to Grade-of-Service (GoS) definition in the
context of opportunistic secondary access, some efforts
were provided in [18,22]. Nevertheless, the GoS metrics
in [18] are strictly related to the blocking probability for
both PUs and SUs disregarding other cross-effects between
PUs and SUs such as the interruption probability (i.e., the
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Fig. 1. (a) ROC curves in Rayleigh fading channel and (b) tradeoff between false-alarm and misdetection against the operating point.

service disruption of an SU due to PU activity) and the
interference probability (i.e., the probability that both an
SU and a PU share the same channel and thus cause inter-
ference). Also in [22], where a queueing framework is pre-
sented accounting for the dynamic allocation of primary
and cognitive users, the GoS concept is exclusively related
to the blocking probability. In this work, an improved def-
inition for GoS is provided capturing the aforementioned
effects, i.e., in addition to the blocking probability, the
GoS accounts for the interference and the interruption
probability of primary and secondary users, respectively.
The remainder of the paper is organized as follows. In
Section 2, we present the considered spectrum sensing
model and address some issues regarding the operation
points of the spectrum sensing mechanisms. The DTMC
model is explained and mathematically formulated in Sec-
tion 3. The performance metrics of interest for numerical
evaluation purposes are explained and detailed in Section
4, Section 5 deals with the performance evaluation of the
proposed model. Finally, conclusions are drawn in Section 6.

2. Spectrum sensing model

We assume that spectrum sensing over a given fre-
quency band (or channel) is performed using energy detec-
tion techniques [20]. Such method consists in measuring
the energy of the received waveform over a given band-
width W (Hz) during an observation time-window T (s).
The product m =T - W is usually referred to as the time-
bandwidth product. Several works, among them [20,21],
have been devoted to determine closed-form analytical
expressions for the false-alarm and misdetection (or, con-
versely, detection) probabilities under various channel
conditions. Basically, the energy detection scheme per-
forms a binary hypothesis on the occupancy of a band or

channel: 2#, if the channel is free and 2, if the channel
is occupied. Then, the false-alarm and misdetection, &
and ¢ accordingly, can be defined as:

&=Pr[Y > | #, is true] 2 G,(1), (1)
5 =Pr[Y < i|# is true] £ G;(4), (2)
where the decision statistic Y is compared to the decision
threshold 4 in order to determine the occupancy status of
the channel. Accordingly, expressions for G.(1) and Gs(4)
can be determined by accounting several channel condi-
tions and cooperation schemes [20,21]. For example, in

the case of spectrum sensing in Rayleigh fading environ-
ments we have [21]:

T T >

i m-2 1 N\ k 1+ m-1
Gl)=ety o (%) + ( . V)

k=0

i 21 2y k
><<e <+/J—ezzm<m) 5 (4)

k=0

where I'(-) and I'(-,-) are the complete and incomplete
gamma functions, respectively, and y is the average sig-
nal-to-noise ratio.

Of particular interest is to determine the relationship
between ¢ and é through the so-called Receiver Operating
Characteristic (ROC) curves where ¢ is plotted against ¢
for some given average signal-to-noise ratio y and time-
bandwidth product m. Formally, from (1) we can express
4 =G;'(¢) and by using (2) we obtain § = G,(G, ' (¢)) which
results in the ROC curve in Fig. 1a for the particular case of
sensing in Rayleigh fading. More specifically, we isolate A
from expression (3) and substitute it in expression (4).
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Each point of such curve, hereon indicated by the pair
(d0,€0), denotes a possible operating point (OP) for the
sensing mechanism. In Fig. 1a a possible set of feasible
OPs is marked by circles. Note that the existing tradeoff be-
tween false-alarm and misdetection probability where the
low values of ¢ are attained at high values of 6 and vice
versa.

By appropriately selecting a specific decision threshold
value 1 =/9 we obtain a particular value for the OP
(80, €o)- It is worth mentioning that the function mapping
between 1o and (Jo, &) is bijective, i.e., there is a one-to-
one correspondence between /o and (Jo, &) values in both
directions.

For the sake of representation, rather than using the
decision threshold /. (which depends on the decision statis-
tic Y and, consequently, on the measured signal energy) we
define the operating-point mix @, with 0 < © < 1, as:

N log(&/émin)
~ 10g(5/6min) + 108(&/Emin)

where &y, and oy, are the minimum operating values for
the false-alarm and misdetection probabilities respectively
given by the ROC curve (see that gy = omin = 107* in
Fig. 1a). The values of &y, and dn;, can be regarded as
the resolution of the sensing mechanism and consequently
they are determined by the sensing equipment characteris-
tics. Then, after some algebra manipulation, it follows that:

3= om(;5) e (6)

min

)

which is plotted in Fig. 1a, for different values of
0 < @ < 1, which results in the set of dashed lines crossing
the origin of coordinates at (Smin, €min). FOr each particular

value of ® = @, we obtain a particular OP (5o, &) which
is represented by the circles in Fig. 1a denoting the inter-
section of the line equation given by (6) with the ROC
curve.

In this way, we have a normalized parameterization
through parameter @ for the feasible OPs of the sensing
mechanism. Note that, see Fig. 1b, for 0 < @ < 0.5 we have
that § > ¢; for ® = 0.5 we obtain § = ¢; and finally, for
0.5 < ® <1 we have ¢ < ¢. Then, the value of @ will be
used to represent the full range of possible cases and deter-
mine the most suitable OP for different traffic conditions.

In addition, for a longer time T devoted to sensing pur-
poses, lower false-alarm and missed-detection probabili-
ties can be attained. Indeed, this can be seen in Fig. 2,
which plots the ROC curve for several values of the
time-bandwidth product (m). For a particular target
missed-detection probability value (5 = 107") several cor-
responding false-alarm values are obtained as indicated
by the OPs in Fig. 2.

3. DTMC model formulation

The proposed DTMC model accounts for the spectrum
occupancy of PUs and SUs in a shared spectrum scenario.
For simplicity reasons, it is supposed that the whole spec-
trum bandwidth is partitioned into a total number of C
channels (bands) to be shared among both PUs and SUs.
It is further assumed that both PUs and SUs demand a sin-
gle channel for transmission purposes. These assumptions,
although simplifying, will keep the algebra at an under-
standable and tractable level while still capturing the es-
sence of the considered problem. If desirable, more
elaborate shared bandwidth models can be easily
considered and adapted to the model presented here. It is
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Fig. 2. ROC curve varying the time-bandwidth product (m) for SNR of y = 0 dB.
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also assumed that the SN implements SpHO (i.e. Spectrum
HandOver) mechanisms, so that an SU is able to release a
channel which is suddenly occupied by a PU and move to
another channel, provided there is a free one, or to inter-
rupt its session otherwise.

In a DTMC we observe the system state at discrete time
instants {to, t1,ta,...,tn,...}, with t, = to +n - AT and peri-
odicity AT, where AT also specifies at which time instants
primary spectrum information is made available. In addi-
tion, let I, = (t,, t,;1] define the nth time interval between
two successive observation times. The DTMC model formu-
lation involves a number of steps which are presented in
the following subsections.

3.1. State space definition

Let Np(t;) and Ns(t,) be independent stochastic pro-
cesses indicating the number of PUs and SUs in the system
at time t,. Then, let X,, = Sijy = {Np(tn) =1, Ny(ts) = j} rep-
resent a state of the DTMC at time t,. Then, if C channels
are available, the considered state space . must contain
all possible states S;;; which fulfill both i < C and j <C,
formally:

g = {S(,‘J‘) : l g C7] < C} (7)

However, for a correct spectrum use (i.e., with no spectrum
collisions due to a PU and SU sharing the same channel),
the number of PUs (i) plus the number of SUs (j) must
not exceed the total number of available channels (C). In
addition, in the presence of spectrum detection errors, an
SU might be erroneously assigned to a band already in
use by a PU. Then, for convenience, we define two subsets
of & accounting for those states that imply spectrum colli-
sion, i.e.

S/)C = {S(U) : l+] > C}, (8)
and those states which are collision-free, i.e.
L ne = {S(iﬁ : l+] < C} (9)

3.2. Detection of primary spectrum occupancy

At a given time t,, let the state of the DTMC be
Xn =Sij € . At this same time instant, the spectrum
occupancy information is made available to the SN side
(either to some centralized infrastructure-based entity or
to a specific SU). Due to spectrum detection errors, the ob-
served state at time t, using such erroneous information
may be Y, =Sy; € <, ie. Y, # X, with k denoting the
number of detected PUs (note the number of SUs at time
tn, j, is known by the SN, so it is not subject to errors). Con-
sequently, the aim is to determine the conditioned proba-
bility of detecting k PUs when there are in fact i PUs in the
system at time t,, i.e.

byeiy = Pr{¥n = Spejy [Xn = Sgij)- (10)

It can be shown, here omitted for space reasons, that the
probability by in (10) can be analytically derived consid-
ering false-alarm and misdetection probabilities, i.e. 5 and
&, as

b(, y= mir%—k) ( C—i > Lgmtk—i gC-m—k < i > g giem
ki) = .
m=max(0,i—k) m+k—i m

(11)

with&2 1 —¢ and 621 - 4.

Then, by provides the mapping function, between the
so-called true state space given by states X, = S;; € & and
the detected state space given by states Y, = Sy, € <. Since
the SN operation will be based on the knowledge of Y, in-
stead of X,, the values of 5 and ¢ will considerably affect
the performance of such system and lead, in the worst
case, to an ineffective operation.

3.3. Arrival and departure processes

Let N* ¢ {N™ N**! along with N° € {N"® N’ | denote
the number of arrivals and departures of PUs ‘and SUs
respectively in I,(i.e. in a time interval of duration AT). In
addition, both N* and N” are independent from the time in-
stant t,, and independent from each other.

Given PUs and SUs arrive at the system according to a
Poisson distribution with rates 2, and /s respectively, the
probability that k arrivals occur in I,, P{, is given by [23]:

P} = PrN* = k] = [(iAT)"/k!] eiAT (12)

where for 2 € {4, 4} we will refer to P} € {P{*, P*}.

If the session duration is exponentially distributed with
mean 1/ (i.e,, rate u), the probability of a session depar-
ture in I, is [23]:

PP =1—e T, (13)

Then, the probability of having k-out-of-m departures in I,,
P, is given by the binomial distribution [23]:

PP = PriN® = k] = (':) (1 — e~1aT)¥ (gmpaT)m ¥ (14)

where for u € {u,, i} we will refer to P} € {P,°, P’}

For the sake of algebra tractability, we assume in the
remainder of the paper that a session arriving in I,, will
not depart in the same I,,. Note that this implies that both
AT and the duration of a session must be carefully chosen
such that AT <« 1/u with u e {,, 1t} and where 1/t is the
average session duration. In addition, we disregard the or-
der in which the session arrivals and departures occur in a
given I, by considering the resulting net number of users,
i.e., those obtained after subtracting the departures and
adding the new arrivals. Note that enabling multiple arriv-
als in one AT will affect the decision process on whether an
SU can be assigned or not given that the detection informa-
tion is retrieved only at times t,,. This also constitutes a dif-
ferentiating aspect with respect to other approaches to the
same problem such as in [13-15,19,16,17].

3.4. Channel assignment and de-assignment processes

The number of PU/SU spectrum assignments and de-
assignments in I,, Ny € {N° N3} and Ny e {N7 N L, will
depend on the spectrum occupancy given by the true or
detected states at time t,, i.e. X, or Y,, and on the number
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of Narrivals and N departures in time interval I,. This
number of arrivals and departures will eventually lead to
a number of channel assignments and de-assignments
depending on the true or detected spectrum occupancy
at time t,.

Subsequently, probability expressions for spectrum
assignments and de-assignments in I, for PUs/SUs are
derived.

3.4.1. Primary users

Let the true state be X, = S;;); the probability of assign-
ing N° = k PUs in I, provided there are N =< i PU de-
assignments in I, af;;, . is the conditioned probability:

fijppy = Pr(N? = kX, = Siij), Ny = 1]

PriN™ = k] = PA,

ifi—-l+k<C,
k-1

PriN" > k] =1- % P (15)
m=0

ifi—l+k=C

with PP given in (12). In words, we may express (15) say-
ing that the probability of assigning exactly k PUs is the
probability of having exactly k PU arrivals if more than k
channels are available, and the probability of having at
least k PU arrivals if exactly k channels are available.
Clearly, the probability of assigning more PUs than the
available channels is zero. Implicitly in (15) we consider
that k PU assignments are made upon [ PU de-assignments,
thus using the assumption of disregarding the order in
which arrivals and departures occur in I, which was previ-
ously mentioned in Section 3.3.

Again, let the true state be X, = S;;; the probability of
de-assigning Nf = k PUs in I,, where 0 < k < i (i.e. we can
only de-assign those already assigned prior to t,), depends
on the number of PU departures in I,:
dfiju = PrING = k|X, = S;ij)] = PrIN™ = k] = P{° (16)
with P given in (14). Note that we have made use of the
assumption that a new arrival in I,, will not depart in I, by
specifying that the number of de-assignments is bounded
as 0 < k <iin I,. For any other value of k, the probability
in (16) is zero.

Note that the operation of PUs (i.e., the prioritized
users) is autonomous of the activity of SUs, i.e., the channel
assignment and de-assignment probabilities given in (15)
and (16) strictly depend on the number of primary arrivals
and departures through probabilities P} and P’
correspondingly.

3.4.2. Secondary users

The channel assignment and de-assignment processes
from the SN perspective will be based on the detected pri-
mary spectrum occupancy which is subject to detection er-
rors (i.e., § and &). Such spectrum occupancy information is
provided through the probability by in (11).

Let the true state be X, = S;); the probability of assign-
ing N> =k > 0 SUs in I, given we have N5 =1<j SU de-
assignments in I, ., will depend on the detected state
at t;, Yn = Smj) and on the number of SU arrivals as:

C—k—jitl
Tijieny = Pr{N; = k|X = Sy, Ng = 1] = Z Pr[N;
m=0
= K|Yn = Simj), Ng =1 - bims)
C—k—j+l

= Z afm.j.k.l)'bm.iw (17)
m=0

where the total probability formula has been used to relate
the true state X, = S;;, with the detected state Y, = S
through probabilities b;. In particular, (17) states that
Ni = k SUs will be assigned provided the detected number
of PUs, m, fulfills m +j+ k — I < C, i.e, there are at least k
detected free channels for secondary use provided that
we also have [ SU de-assignments. In addition, the number
of k SU assignments in state X, =S;; is bounded by
0 <k < C—1i—j+I omitting the case k = 0 which will be
treated separately. Finally, a(sm jkp i (17) is obtained simi-
lar to (15) as:

P, ifm+j—-I1+k<C,

s - 18
(mjkl) 1_‘21)?‘, ifm+j—I1+k=C. 1o
r=0

For the specific case of no SU assignments (i.e. k = 0), the
probability of assigning k =0 SUs is the probability of
assigning k = 0 SUs when there is at least one free detected
channel or the probability that there are no detected free
channels, i.e.:

a(sij.o,l) = Pr[Nﬁ =0[X, = S(i.j)vNZ =1

C—j+l C
=S
= @njop bmi + Y bimi- (19)
m=0 m=C—j+l

As for the de-assignment processes of SUs, there are
mainly three independent events which imply an SU de-
assignment: in the first place, a number of Nf{s SUs may
be de-assigned provided detection at time t, determines
that there are Nj° SUs sharing the same channel with
PUs. Secondly, a number of N5*¢ SUs may be de-assigned
in I, simply because their sessions have ended (here, SC
stands for service completion).

Then, let the true state be X, = S;;); the probability of
de-assigning N5° = k SUs in I, due to detection of state
Y, = Smj) at time &, given the number of de-assignments
due to service completion is N5** = I, is given by:

PrN3® = kX, = Sij), N;* = 1] = Prjm +j — |
=C+ k] = bicikjrip, (20)

provided that 0 < k < j — I. Accordingly, the probability of
no SU de-assignments due to detection of state Y, = S, is:

j-l

PriNG® = 01X, = Sij), Ng* =0 =1 bcijoy- (21
1

k=
Then, from (20) and (21), we can write:

b(C+k—j+l.i)
ifO<k<j-—I

j-1
1- Z b(C+r—j+Li)
r=1
if k=0.
(22)

Ay = PrING' = KX = S5, N* =] =
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On the other hand, the probability of de-assigning k SUs in
I, due service completions is given by (similar to (16)):

S.SC
dx]k

PrN3*C = kX, = Sij)] =PrN® = k] =P°.  (23)
We can express the global probability of de-assigning k SUs
in I, (i.e. without specifying if the de-assignment is due to
detection or due to session completion) as:

disji = PrING = klXa = Sy) = stljk ey Qi (24)

r=0

3.5. Transition probabilities

The transition probabilities between each pair of states
Skp — S¢ij) in our DTMC model can be expressed as [23]:

Piijin = PriXns = Siij IXn = Swp] = PrNp(tns1)
=1,Ns(tni1) = JINy(tn) = k, Ns(tn) = 1]
= Pr[Np(tns1) = i[Np(tn) = k, Ny(tn)
=[] - Pr[Ns(tn1) = jINp(tn) = k,Ns(tn) = 1], (25)

where the conditional independence of processes Ny(t,)
and N, (t,) has been used. Probabilities Py, are the entries
of the transition probability matrix P, from which the stea-
dy state probabilities, P, of the DTMC will be determined
[23].

Then, after some algebraic manipulation, the general
transition probability Sij — Siinjim With —i <N < C—1i
and —j < M < C —}J, can be expressed as:

i
P P
Piinjimig = E ik Dijio
k=max(—N.0)

J
( Z afi‘j‘MJrkk duk) (26)
M0)

k=max(—

with parameters in (26) previously defined in Section 3.4.
From the resulting transition probability matrix P de-
fined through (26), we obtain the true steady state proba-
bilities, P, for each true state S, in the state space .
On the other hand, it is also relevant to determine the
steady state probabilities of the detected states (i.e. includ-
ing possible sensing errors), which are computed as:

C
P = Z biny - Pinj- 27)
n=0

Then, by considering P/;; instead of P;; we obtain the
metrics computed from the SN side, which account for pos-
sible sensing errors.

4. Performance metrics

The classical Grade-of-Service (GoS) concept in classi-
cal telephone networks [24] is adopted to the opportunis-
tic spectrum access scenarios. The GoS metrics,
introduced hereafter, will be computed from performance
metrics derived from the steady state probabilities P

and PE,- ;, obtained as specified in the previous section. In
particular, the performance metrics of interest for the
GoS computation are: primary and secondary users block-
ing probabilities, interruption probability and interference
probability.

4.1. Blocking probability

Blocking occurs whenever a new user cannot be as-
signed a channel given all channels are occupied, in the
case of a PU, or thought to be occupied, in the case of an
SU. Accordingly, the blocking probability for PUs, P5, can
be computed from the true steady state probabilities,
Pgj, as:

C

Py = Py (28)

Jj=0

On the other hand, the SU blocking probability, P5, is given
by:

=2 2Py (29)

Notice that Pj;; is used instead of P to indicate that sec-
ondary blocking may occur due to the sensing of all chan-
nels as occupied while this may in fact not be true.

4.2. Interruption probability

Interruption of secondary service occurs whenever an
SU is forced to release a channel, before its session has
ended, due to primary activity. To compute the interrup-
tion probability, Pp, the average number of secondary
users, N, can be considered:

Ns= > jPy (30)
S(,-_j)ev)

can be interpreted as the average served SU traffic, i.e.

Tved — N, [23]. Furthermore, it can be expressed as:

TEeMved _ T (1 fpg) -(1-Pp), (31)

meaning that the served traffic (T™*) is the offered traffic
(Ts = 4s/ug) which is not blocked nor interrupted. By re-
arranging (31) we obtain:

Tserved N
SRR (e ﬂs(]_sps)b 62

with P defined in (29) and Ns given in (30).
4.3. Interference probability

The interference probability, P;, is defined as the proba-
bility of being in state S, € & with the set &, defined in
(8), i.e., the probability that at least a channel is simulta-
neously occupied by both a PU and an SU, then:

= > Py (33)

Sipee
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Erlang Capacity Regions
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Fig. 3. Erlang Capacity regions varying the time-bandwidth product (m) for target GoS™ = 51073,

4.4. Grade-of-Service definitions

Primary GoS (GoS") is derived from the blocking proba-
bility given in (28) and the interference probability in (33)
as follows?:

GoS™ = (Pg +wp- P,) /(1 + wp), (34)
where wp > 1 is a weight factor indicating a higher penalty
of interference with respect to blocking from the PUs’
perspective.

We consider the SU blocking probability P5, as in (29),
along with the interruption probability Pp, as in (32), to de-
fine the secondary GoS (GoS®) as follows:
Gos® = (P + s P} ) /(1 + ) (35)
with ws > 1 the corresponding secondary weight factor
indicating that interruption is more harmful than blocking.

Finally, we may define the aggregate GoS (GoS") as:
GoS* = (GoSs F o Gos”) /(1 + wy), (36)
which jointly accounts for the individual GoS of both PUs
and SUs and where we consider that the weight factor
w4 > 1 will prioritize PU quality since they have strict pre-
cedence as primary (licensed) users of the shared spec-
trum. Note that wp, ws and ws should be chosen
adequately in accordance to the expected perceived GoS
of each user type (i.e., PU or SU). Nevertheless, note that

2 For convenience, a normalized version of the GoS € [0, 1] is used, where
GoS — 1 means degraded operation while GoS — 0 means improved
operation.

these values are empirical and depend on the subjective
perception of the Grade-of-Service metric.

5. Performance evaluation

In this section, we evaluate the proposed model by con-
sidering the performance metrics presented in Section 4.
We consider a spectrum partition with C =8 channels.
The spectrum sensing periodicity, unless otherwise stated,
is AT =2 seconds. For the spectrum sensing model, the
cases considered in Figs. 1 and 2 are employed, i.e., the
Rayleigh channel with signal-to-noise ratio of y = 0 dB.
The weight factors for GoS computation in (34)-(36) are gi-
ven by ws = 10, wp = 20 and w4 = 10.

5.1. Erlang Capacity

The Erlang Capacity of a system with limited resources
refers to the maximum amount of offered traffic it may
handle provided some quality of service requirements are
met [25]. In the case of primary/secondary spectrum shar-
ing, the interest is on the maximum primary and secondary
traffic that can be offered such that some aggregate GoS
requirement (i.e., accounting for both PUs and SUs) is sat-
isfied. Mathematically, this can be expressed as:

E= {(TS,TP) : QoS < QoS"*},

with QoS” defined in (36) and where QoS* indicates a tar-
get value for the aggregate GoS.

According to the above definition, the Erlang Capacity
may be regarded as a region comprising the pairs of
(Ts, Tp) offered traffic values which yield satisfactory GoS

37)
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requirements. Accordingly, Fig. 3 shows the Erlang Capac-
ity regions (defined as the areas below the Erlang Capacity
limits plotted in the figure) considering several time-band-
width product (m) values. For the sake of comparison, the
case where ideal sensing, and thus full awareness of PU
activity, is also considered. As expected, the ideal sensing

case translates into a larger Erlang Capacity region pro-
vided a better use of unoccupied spectrum resources can
be achieved by SUs given their fully-aware information
about PU spectrum usage. For the case of non-ideal sens-
ing, the higher the time-bandwidth product (m) the better
spectrum resources are being utilized. This is due to the

Tp =2.00 Erlangs

0.16 w —
r 1Ts=5.00
0.14F Increasing secondary 1 L J1s=a50
traffic (Ts)
&; 0.12 r 1Ts=4.00
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£ 008
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8
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Fig. 4. Interference probability against the OP for several traffic conditions.
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Fig. 5. Interruption probability against the OP for several traffic conditions.
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fact that higher m values imply lower false-alarm probabil-
ities (given the missed-detection probability is fixed) as
can be observed from Fig. 2. In addition, it can be observed
that for increased primary offered traffic values (e.g.
Tp > 2.5 Erlangs), the Erlang Capacity region narrows to-
wards lower values of offered secondary traffic (Ts), indi-
cating that if a high number of PUs are occupying the
spectrum (which have strict priority) then hardly no SUs
are able to access the spectrum.

It is worth mentioning that the increase of the time-
bandwidth product to reduce the false-alarm probability
comes at the cost of increased sensing times which in turn
degrade the achievable throughput as identified in [26,27].
Therefore, although Fig. 3 indicates that the higher the va-
lue of m the better, the effect on throughput should be also
taken into consideration.

5.2. Quality-of-service provisioning in sensing-based
spectrum sharing scenarios

Concerning the experienced QoS for both PUs and SUs,
GoS metrics, defined in Section 4.4, indicate that the
interference and interruption probabilities are the major
causes for PU and SU dissatisfactions, respectively. Then,
we are interested in finding the most suitable OP of the
sensing mechanism so that some satisfaction balance be-
tween PUs and SUs can be achieved. Accordingly, Figs. 4
and 5 show the interference and interruption probabili-
ties against the sensing OP (®) under varying SU traffic
and an offered PU traffic of Tp =2 Erlangs. As for the
interference probability in Fig. 4, the OP values of
©® — 0 indicate higher missed-detection probabilities (J)
as opposed to lower false-alarm probabilities (¢). Conse-
quently, we note an increased interference due to an ex-
cess of SUs accessing the spectrum and erroneously
detecting occupied channels as free. Conversely, when
the value of O is increased towards 1, missed-detection
decreases, thus, causing lower interference. The opposite
behavior can be seen in Fig. 5 where the interruption
probability is plotted. In this case, the low false-alarm
(i.e., ® — 0) benefits SUs since higher spectrum access
chances are experienced. On the other hand, if false-alarm
is increased (meaning ® — 1), the detection of free chan-
nels as occupied will force SUs to defer their communica-
tion, thus, causing the interruption probability to rise. For
both the interference and interruption probabilities, the
higher the secondary offered traffic (Ts), the higher degra-
dation is observed.

In Fig. 6, the aggregate GoS (GoS") as defined in (36) is
plotted for different offered traffic configurations (see
Fig. 6a-c). By observing Fig. 6, we realize that by appropri-
ately choosing the sensing OP (@) a minimum value of
aggregate GoS can be achieved, thus improving the per-
ceived satisfaction of both PUs and SUs. In addition, note
that as the offered primary traffic increases as Tp = 1,2,3
Erlangs in Fig. 6a-c, respectively, the suitable OP value
moves towards increased values of @ in order to protect
the increasing number of PUs in the system. This is in line
with what depicted in Fig. 4 where values of @ — 1 are re-
quired in order to lessen the interference probability expe-
rienced by PUs.
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Fig. 6. Grade-of-Service (GoS) as a function of the operating point for
different PU and SU traffic load conditions.

In addition to Fig. 6, the suitable OP values (i.e. those
that minimize the perceived aggregate GoS) are provided
in Table 1 for specific primary and secondary offered traf-
fic. These values correspond to some of the star-shaped
marks in Fig. 6a-c. It is worthwhile noting that, for low of-
fered primary and secondary traffic, a range of OP values,
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Table 1
Suitable operating points for several offered primary and secondary traffic
values, T and T, (expressed in Erlangs).

Suitable OP (©*)

Ts Tp = 1.00 Tp = 2.00 Tp = 3.00
0.50 [0,0.45] [0,0.45] 0.44
1.00 [0,0.45] [0,0.44] 0.44
1.50 [0,0.43] 0.43 0.46
2.00 [0,0.41] 0.43 0.46
2.50 0.40 0.44 0.47
3.00 0.40 0.45 0.48
3.50 0.41 0.46 0.48
4.00 0.42 0.46 0.49
4.50 0.42 0.46 0.49
5.00 0.43 0.47 0.49
denoted as [-,-] in Table 1, provides the minimum GoS”. In

these cases, interference with PUs is kept low and, thus,
values of ® — 0, which benefit SUs, can be selected. How-
ever, as secondary and primary traffic increases, so does
the probability of interference (see Fig. 4), therefore in-
creased values of @ are needed in order to protect the
PUs. Then, the higher the primary traffic, the less flexible
is the selection of the suitable OP, which is, on the other
hand, somewhat expected.

Finally, in Fig. 7, the effect of the sensing periodicity va-
lue (AT) on the perceived GoS is plotted. As the sensing
periodicity increases, so does the interference probability
given that secondary access is based on an older, and
potentially out-of-date, spectrum occupancy information.
Then, as AT increases, the suitable sensing OP is shifted to-
wards values of @ — 1 given this protects PUs by decreas-
ing the missed-detection probability.

Tp =2 Erlangs; Ts = 3 Erlangs

6. Conclusion

In this paper, a framework for the evaluation of sensing-
based secondary spectrum access has been motivated and
further presented. The main purpose of the framework is to
determine the suitable sensing operating point so that
requirements in terms of Grade-of-Service could be satis-
fied for both primary and secondary users. In this sense,
the operating point of a sensing mechanism using thresh-
old-based energy detection has been parameterized, given
by O, in order to capture the existing tradeoff between
missed-detection and false-alarm probabilities which neg-
atively affect spectrum awareness. A complete and de-
tailed DTMC model has been formulated describing the
spectrum access of both primary and secondary users. This
model includes the effect of erroneous sensing so that
missed-detection and false-alarm is accounted and its im-
pact on primary and secondary users assessed. In this
sense, missed-detection causes the interference between
PUs and SUs to rise, thus degrading the PUs which require
non-harmful operation. On the contrary, false-alarm
causes spectrum overlook and thus spectrum opportuni-
ties are missed causing a degraded operation for the SUs.
This tradeoff is tackled by means of defining a set of
Grade-of-Service metrics which account for both the satis-
faction level of PUs and SUs, and also on some aggregate
satisfaction. In this way, performance results reveal that,
by choosing an appropriate sensing operating point (©),
the aggregate GoS can be minimized thus improving PU
and SU perceived service quality. Moreover, the suitable
operating point can be adjusted according to the current
traffic load conditions and sensing periodicity cycles lead-
ing to an overall improved primary/secondary operation.
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Fig. 7. Grade-of-Service (GoS) as a function of the operating point for different sensing periodicities.
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