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Recent research in the emerging field of cognitive radio (CR) has mainly focussed on spectrum sensing
and sharing, that allow an opportunistic use of the vacant portions of the licensed frequency bands by
the CR users. Efficiently leveraging this node level channel information in order to provide timely end-
to-end delivery over the network is a key concern for CR based routing protocols. In addition, the primary
users (PUs) of the licensed band affect the channels to varying extents, depending on the proportion of
the transmission power that gets leaked into the adjacent channels. This also affects the geographical
region, in which, the channel is rendered unusable for the CR users. In this paper, a geographic forwarding
based SpEctrum Aware Routing protocol for Cognitive ad-Hoc networks (SEARCH), is proposed that (i)
jointly undertakes path and channel selection to avoid regions of PU activity during route formation,
(ii) adapts to the newly discovered and lost spectrum opportunity during route operation, and (iii) con-
siders various cases of node mobility in a distributed environment by predictive Kalman filtering. Specif-
ically, the optimal paths found by geographic forwarding on each channel are combined at the
destination with an aim to minimize the hop count. By binding the route to regions found free of PU
activity, rather than particular CR users, the effect of the PU activity is mitigated. To the best of our
knowledge, SEARCH takes the first steps towards a completely decentralized, CR routing protocol for
mobile ad-hoc networks and our approach is thoroughly evaluated through analytical formulations
and simulation study.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

The emerging field of cognitive radio (CR) networks is geared to
address the increasing congestion in the unlicensed band by
opportunistically using vacant spectrum, such as, frequencies li-
censed for television broadcast, public service, among others [1].
While there has been considerable research effort in devising effi-
cient spectrum sensing and sharing algorithms at the node level, it
is important to seamlessly integrate these designs in the imple-
mentations of the end-to-end network protocols. As an example
in a CR network, routes constructed at the network layer must
not affect the ongoing transmission of the primary users (PUs) of
the licensed spectrum and thus, they must have an awareness of
the spectrum availability. Moreover, when a PU is detected, the
routing protocol must make the key decision of either (i) switching
the channel in the affected portion of the route, or (ii) passing
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through entirely different regions altogether, thus increasing the
latency. The frequently changing PU activity and the mobility of
the CR users make the problem of maintaining optimal routes in
ad-hoc CR networks challenging. In this paper, we propose the
SpEctrum Aware Routing for Cognitive ad-Hoc networks (SEARCH)
protocol based on geographic routing, that adapts to the dynamic
spectrum availability and the node mobility, while trying to main-
tain end-to-end connectivity.

In this paper, we make the following contributions for routing
in CR networks.

1.1. Awareness of primary user activity

Existing routing protocols for ad-hoc networks do not account
for the region affected by an active PU and are unaware of the
changing spectrum opportunity. In CR networks, routes must be
constructed to avoid these regions and must also adapt themselves
to subsequent changes induced by new PU arrivals. We discuss this
further for geographic routing protocols, as the route formation in
SEARCH is based on this principle.

Geographic routing protocols for classical wireless networks
rely on a greedy positive advance towards the destination [4]. By
knowing the location of the destination and that of the candidate
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forwarding nodes within its range, a node can choose the next hop
that gives the greatest advance. Whenever a void is encountered,
the path traverses the perimeter of the void and then resumes
the greedy forwarding to the destination. However, in a CR net-
work, as the PUs have precedence in accessing the spectrum
resource, the routing protocol must compromise on the greedy
advance when it intersects a region of PU activity. Two possible
solutions to this are: circumventing the affected region or switch-
ing the affected channel. The choice between these options needs
to made taking into account the overall end-to-end performance.
Classical geographic routing protocols are oblivious to these PU
specific considerations and limit their operation to a single chan-
nel. SEARCH, on the other hand, provides a hybrid solution. It first
uses greedy geographic routing on each channel to reach the des-
tination by identifying and circumventing the PU activity regions.
The path information from different channels is then combined
at the destination in a series of optimization steps to decide on
the optimal end-to-end route in a computationally efficient way.
Instead of binding the path to a set of forwarding nodes, it is de-
scribed by anchor locations, i.e., regions found free of PU activity.
Moreover, the route management function in SEARCH modifies
an existing route with minimal overhead whenever a new PU is
detected.

1.2. Global channel switching vs path detour decisions

From practical considerations, the channels are not completely
orthogonal and a finite amount of transmitted power leaks into the
adjacent channels. This constitutes the spectral leakage power,
which is a source of the interference in the affected channels. Based
on the proportion of the leakage power, channels used by the CR
may be affected to different geographical extents due to a single
PU. As an example, consider Fig. 1, in which, a WLAN transmitter
is located at the origin O and follows the IEEE 802.11b standard
[13]. The x� y axes represent the two dimensional cartesian space
and the z axis is the frequency scale. S1 and S2 are two other nodes
that sense the transmitted power and are at a distance of ‘1 and ‘2,
respectively, from the WLAN where ‘1 > ‘2. The nodes S1; S2 and
the WLAN lie in the x� y plane. When the WLAN transmits on
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Fig. 1. Different coverage regions in different channels.
channel 6, the nodes observe the leakage power by tuning to the
channels Ch : 4; 5; 7 and 8, each separated by a difference of
5 MHz. The spectral shape of the WLAN signal is such that the leak-
age power is high in the frequencies close to that of the transmis-
sion channel, and falls as one moves further away on the frequency
scale. The received power also falls exponentially with increasing
distance on the x� y plane. Consequently, the coverage radius of
the transmitter, i.e., the distance up to which the channel power
serves as a source of interference, depends upon the (i) frequency
difference in the channels used for transmission and power mea-
surement, and the (ii) distance between the transmitter and the
sensing node. This radius is shown by R4; . . . ;R8 for the WLAN
channels Ch : 4; . . . ;8, respectively. We observe that node S1 is fur-
ther away from the origin, as compared to S2, and is within the cov-
erage radius of the WLAN on channel 6 only. Node S2, being closer
to the WLAN, is under the coverage range of all the channels con-
sidered above.

Extending this example for CR networks, a single PU located at
the origin may affect the channels used by the CR users, say S1

and S2, differently. As the extent of the coverage is not completely
known at a given node, a local channel switching decision may
not be optimal in a network-wide context. From Fig. 1, consider
a path that passes through the nodes S1 and S2. Node S1 finds it-
self under the PU coverage region on channel 6 and switches to a
free channel, say 5. The subsequent route, however, intersects the
PU coverage region in the new channel within a few hops, when
node S2 is reached. In addition, the node S1 does not have any
information about the extent of the detour that will be required
if the route formation is continued on the affected channel 6.
SEARCH solves this problem by estimating the route detours on
each channel, taking into account their dissimilar coverage
ranges. It then computes whether the cost of the detour is less
than the added delay in switching the channel, with respect to
the end-to-end latency.

1.3. Cognitive radio specific mobility concerns

The node mobility is one of the chief factors of route outages
in ad-hoc networks. Specifically, in a CR environment, we iden-
tify a new problem arising out of mobility that needs to be
addressed. Consider the case in which the nodes continue to
form a connected route but may stray, due to their mobility, in
the coverage region of a PU on the current channel. Thus, even
though the route is connected, the nodes in the PU region may
be unable to transmit. We recall that SEARCH uses anchor loca-
tions for routing, that are found to be free of PU activity. It
addresses the CR mobility concerns by checking if the next hop
node is within a threshold distance of the anchors. If this condi-
tion is not satisfied, the forwarding node identifies a new next
hop that is closest to the anchor, thus ensuring that PU regions
are always avoided.

Geographic routing protocols rely on the knowledge of the loca-
tion of the destination for route computation. When the destina-
tion itself moves with time, the current route needs to be
extended by progressively adding nodes at the end. SEARCH pre-
dicts the destination location in advance through Kalman filtering
approaches, so that the route is suitably extended and packets are
reliably delivered to the new location.

The rest of this paper is organized as follows. Section 2 de-
scribes the related work in this area, while the assumptions of
our approach are given in Section 3. In Section 4, we present the
route setup phase of SEARCH, our CR routing protocol in detail.
Section 5 describes the route maintenance functions related to
the changing spectrum and node mobility. A thorough perfor-
mance evaluation is conducted in Section 6. Finally, Section 7 con-
cludes our work.
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2. Related work

Routing is a well researched area in classical ad-hoc networks
with protocols designed for diverse mobility considerations, opti-
mization constraints and hardware assumptions. SEARCH is de-
signed for CR networks and differs from the general class of
protocols for ad-hoc networks in its consideration of (i) regions af-
fected by PU activity, (ii) route optimization undertaken over sev-
eral channels, and (iii) awareness of the dynamically changing
channel environment. In this section, we specifically focus on
existing centralized and distributed routing protocols for CR net-
works. We also discuss approaches based on the principle of geo-
graphic routing, which is an integral component in SEARCH.

The centralized framework presented in [12] defines a link dis-
ruption probability to simulate PU activity. It is assumed that this
probability is known before network operation through some esti-
mation techniques. The routing problem is formulated as an opti-
mization goal that minimizes the total average delay, which is
determined by: (i) the volume of data that must be sent, (ii) the
mean capacity of the path as a function of the spectrum and link
disruption probabilities, and (iii) channel propagation delay. The
centralized nature of the algorithm that needs complete network
topology makes this approach infeasible in mobile ad-hoc net-
works. Besides, the link disruption probability for a given node pair
cannot be assumed independently of the others as all nodes within
a PU coverage region experience similar disruption in their com-
munication. Another centralized approach [16] addresses flow fair-
ness in which, the complete knowledge of the flows between any
two nodes is known. Here, a network-wide optimization problem
is solved and a constant factor approximation to the optimal solu-
tion is provided. A graph theoretic approach is given in [7], wherein
non-overlapping channels and time slots over a two hop range are
assigned through the creation of independent sets if the entire net-
work graph is known. Two routing algorithms, that require the net-
work topology at each node, are provided in [2] for optimizing the
path latency and number of channel switches, respectively. In [6], a
layered graph is constructed which has the available channels in
vertical layers, and the classical network graph showing the node
adjacencies along each layer. The nodes within communication
range on a given channel (layer) have a horizontal edge between
them. All the channels that are usable at a given node are con-
nected by a vertical edge. The costs of an edge traversal is appropri-
ately set depending on the time cost of switching a channel
(vertical edge) as against the forwarding of the packet on the same
channel (horizontal edge). The problem of routing can now be ex-
pressed as finding the shortest path in this modified graph any
classical techniques may be used for this. However, in mobile net-
works, collecting the entire network topology is infeasible. This ap-
proach serves as the optimal centralized solution for routing
algorithms with static topologies.

Distributed approaches scale well in an ad-hoc network and re-
quire comparatively less computation at the destination. However,
a key problem faced in the design of distributed routing protocols
is that the path and channel decisions are made sequentially and
not together. The best routing paths are first identified and then
the preferred channels along the path are chosen in [3]. Here, the
ad-hoc on-demand distance vector (AODV) routing protocol is
modified to include the list of preferred channels by a given node
as the route request (RREQ) is forwarded through the channel.
Once the RREQ is received, the destination is aware of the channels
that may be used to transmit at each hop and finds the optimal
combination such that channel switching is minimized. However,
during the route setup, this RREQ is transmitted over the control
channel and not on the channels actually used for routing. Thus,
the arrival time of the RREQs is not reflective of the actual perfor-
mance of the route in the channels eventually used for routing.
Moreover, the condition that there may not be any available chan-
nels in certain segments of the route is not considered.

The route formation in the SEARCH protocol is based, in part, on
geographic routing. This principle is used in GPSR that undertakes
greedy forwarding under normal conditions and enters into perim-
eter mode when a void (region with an absence of forwarding
nodes) is encountered [4]. In order to circumvent this void, it re-
quires the construction of a planar graph of the network at each
node at all times or the creation of network-wide spanning trees
[5]. However, this constitutes an overhead as only a few selected
nodes need to participate in the perimeter forwarding mode. the
classical GPSR has also been modified for particular application
scenarios, such as, mobile vehicular networks in GPCR [8] and
GPSRJ++ [9]. Though these efforts feature improved route mainte-
nance ability under mobility assumptions and overcome the need
to maintain the planar graphs, they need street level knowledge
of roads and junctions, thus restricting their application. Mobility
considerations are addressed in [10,11] based on local single-hop
information. Through periodic beacon exchanges, a node signals
if it is in a dead-end region and prevents itself from being chosen
as the next hop during greedy forwarding in [10]. By estimating
the velocity based on location updates through beacon messages,
a node can estimate when the next hop will go out of range in
[11]. Similarly, the authors claim that significant packet loss occurs
at the penultimate node in the path if the destination has moved
from the original location, but is still present within its transmis-
sion range. By simply checking for the destination node at each
hop, before greedily forwarding the packet, some resilience to des-
tination related mobility is achieved in [11]. However, this neither
provides a solution to a large scale destination mobility, nor re-
evaluates the optimality conditions of the current path periodi-
cally, unlike our proposed SEARCH protocol. In summary, protocols
based on geographic forwarding are currently devised for single
channel networks and have no support for CR specific issues.

SEARCH is a completely distributed routing solution that ac-
counts for PU activity, mobility of the CR users and jointly explores
the path and channel choices towards minimizing the path latency.
It reflects on the true channel delay by conducting the route explo-
ration in the actual channels used for data transfer. We now list the
assumptions regarding the network architecture in the next
section.

3. Network architecture

In our CR mobile ad-hoc network nodes may move freely in the
two dimensional cartesian space. The PUs are assumed to be sta-
tionary and they coexist in an overlapping region with the CR
users. Each PU operates with an ON–OFF switching cycle that is un-
known to the CR network. In this section, we describe the network
architecture by considering the node and channel aspects of the
network in detail.

3.1. Node architecture

We assume that a CR user can tune its radio transceiver to any
of the allowed channels in the licensed (primary) band. Each node
has a single radio and there is an underlying channel coordination
mechanism at the link layer that allows neighboring nodes to en-
gage in pairwise communication. Several works have addressed
this issue [17,18] and in this paper, we limit the scope to the rout-
ing protocol for CR networks. We assume that the source node is
initially aware of the location of the destination, though the latter
may periodically send position updates once the route is in opera-
tion. Each node is also aware of its own location through GPS or
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triangulation techniques [19]. There are no prior assumptions of
the number, locations, transmission standard or protocol that is
followed by the PU.

3.2. Channel structure

The primary band comprises of n possible CR channels, each
having a bandwidth Bi; i ¼ 1; . . . ;n, that are known in advance.
The PU activity is modeled as a two-stage ON–OFF process. We
consider the general case, in which, the PU activity results in a
spectral overlap with the CR channels, which in turn, reduces sig-
nificantly as one moves further away from the PU’s transmission
frequency. We consider the overlap factors as 1, 0.5 and 0.25 for
the CR user channels that are at 0, 1 and 2 channel spacings away
from the PU’s central channel frequency. These values can be easily
modified for specific network environments. The spectral leakage
power gives the different channel coverage regions, described in
Section 1, that must be avoided. The CR users undertake periodic
sensing and can reliably detect the presence of a PU. Both the loca-
tion and the sensing information is broadcast by the CR user,
through beacons, to the other nodes within its transmission range.

We now describe our spectrum aware routing protocol,
SEARCH, for CR networks.
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Fig. 2. Using greedy geographic forwarding on a given channel.
4. Search: a CR routing protocol

SEARCH attempts find the length of the shortest path based on
greedy advancement that may be traversed on a combination of
channels to the destination. The key functionality in our proposed
approach is evaluating when the coverage region of the PU should
be circumvented, and when changing the channel is a preferred op-
tion. First, the shortest paths to the destination, based on geo-
graphic forwarding and consideration of the PU activity, are
identified on each channel. The destination then combines these
paths by choosing the channel switching locations, with an aim
to minimize the number of hops to the destination. In this section,
we shall describe the initial protocols functions in two parts: (i) the
route setup phase and the (ii) route enhancement that is under-
taken to improve the route, once it is in operation. The route main-
tenance functions that deal with route outages due to PU arrival
and node mobility are covered in detail in Section 5.

4.1. Route setup

In this stage, a route request (RREQ) is transmitted by the
source on each channel that is not affected by the PU activity at
its current location. It gets forwarded by intermediate hops till it
reaches the destination, with each intermediate node adding in
the packet its (i) ID, (ii) current location, (iii) time stamp and (iv)
a flag status indicating the current propagation mode of the algo-
rithm. SEARCH operates in two modes – Greedy Forwarding and
PU Avoidance, depending on whether the RREQ is propagating
along the greedy shortest path to the destination or needs to cir-
cumvent a region of PU activity, respectively. Finally, the routes
on the individual channels are combined at the destination by
the joint channel–path optimization algorithm.

4.1.1. Greedy forwarding
Through the exchange of beacon messages, each CR user is

aware of the locations of the other nodes within its transmission
range. Thus, knowing the location of the destination, a protocol
based on greedy geographic forwarding can decide which of the
candidate forwarders of the RREQ should be chosen as the next
hop to minimize the distance to the destination. While SEARCH
shares the principle of geographic forwarding with other related
ad-hoc protocols like [4], the next hop is not always chosen purely
on the greedy advance metric in our approach. The two distin-
guishing features are:

� The RREQ forwarding process must occur on the same channel
and the chosen next hop must not be under a PU coverage region
on the current transmission channel. As an example, from Fig. 1,
node S2 cannot participate in the route formation on the chan-
nels 4; . . . ;8. It may, however, forward the arriving RREQs on
the other channels that are not affected by the PU transmission.

� The chosen forwarder must lie in a specific region around the
current hop, called as the focus region, which we define later
in this section. Thus, a node with a lesser advance towards the
destination but within the focus region is chosen over another
node closer to the destination that lies outside this area.

In Fig. 2, the source S has the nodes x; y and z within its trans-
mission radius RT . These nodes are at a straight line distance of lx; ly

and lz, respectively, from the destination D, where lx > ly > lz. The
focus region for S is shown by the sector S� AB and extends to
an angle of hmax from the line SD. Classical geographic routing pro-
tocols like GPSR would have chosen node z at this stage, while
SEARCH chooses the node with the greatest advance within its fo-
cus region, i.e., node y. If no such node exists, then SEARCH
switches from the greedy forwarding phase to the PU avoidance
phase.

We now define the focus region formally with reference to
Fig. 2.

Definition 1. Focus region: Consider a straight line path, SD from a
given node S to the destination D. The sector with transmission
radius RT , centered at the location of the node S and extending up
to a maximum angular spread of hmax on either side of SD, gives the
focus region for this node.

Definition 2. Decision point: A node that lies in the focus region of
the previous hop along the path, but does not find a forwarding
node for the RREQ in its own focus region, is called the decision
point.

The focus region is shown as the shaded area in Fig. 2. If the
nodes x and y do not participate in the routing process, then node
S would not have any candidate forwarder within its focus region.
It would mark itself as a decision point, as per Definition 2.

Knowing the decision point (DP) gives an intuitive idea of the
locations of the PUs and the occupied channels. We recall that the
nodes within the coverage region of a PU do not take part in the RREQ
forwarding process. Thus, they are virtually absent from the network
topology on the affected channels and do not feature in the focus
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region as candidate forwarder nodes. Not finding any feasible node,
this previous hop now labels itself as the DP and enters into the PU
avoidance stage. When the RREQ is received at the destination, it
knows the point on the route, i.e., the DP location, from which the
path enters into a detour to avoid the PU region. SEARCH then
attempts to find out alternate paths (and hence channels) at these
detour locations.

While our approach may decrease the per-hop advancement, it
allows SEARCH to identify a large deviation from the straight line
path to the destination. We note that if a void (region where no nodes
are present) is encountered, the same process is followed. Thus, un-
like GPSR [4], SEARCH does not need to maintain the planar graph
information when it encounters regions that need to be avoided.

4.1.2. PU avoidance
When a PU region is encountered, rendering the channel in its

vicinity unusable, the greedy forwarding towards the destination
can no longer be carried out. This stage is called the PU avoidance
stage as the RREQ now starts circumventing around the affected
region. We explain this as follows:

Fig. 3(a) shows the shaded circular area under the influence of a
PU on the channel being used for forwarding the RREQ. In addition,
the focus region for node x on this channel, from Definition 1, is gi-
ven by the sector x� AB with the maximum angle of 2 � hmax. Some
of the nodes that sense the PUs and do not participate in the for-
warding of the RREQ, lie in the focus region of the node x. Through
the periodic beacon update, these affected nodes inform their one-
hop neighbors, including node x, of the current state of the channel
environment. Thus, node x is aware that the closest node to the
destination that can forward the RREQ (node a) lies outside its
focus region. From Definition 2, node x concludes that it is a DP
and sets the PU avoidance (PA) flag in the RREQ packet before re-
transmitting it. The DP marks the point from which the route must
circumvent the region of PU activity on the given channel. There
may be several such DPs in the path to the destination and this
information is collected by the RREQ as it traverses through the
network. The PA flag in the RREQ remains set till a node is reached
that has a candidate forwarder in its focus region. In the example
shown in Fig. 3(b), the RREQ traverses the node a; b and finally
reaches node c. The latter has a candidate forwarder, node d, that
lies in its focus region. At this point, i.e., at node d, the PA flag is
reset, signaling the end of the avoidance phase and the greedy for-
warding is resumed.
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4.1.3. Joint channel–path optimization
If the licensed band is completely free of PU activity, then there

are no regions that must be avoided in any of the channels. Thus,
the RREQs sent on the different channels would chart similar paths
to the destination. In the presence of PUs, however, some nodes do
not participate in the route setup stage if they are in the affected
region on these channels. Consequently, the paths traversed by
the RREQs in the different channels are not the same. The optimi-
zation phase of the SEARCH protocol is designed to choose a com-
bination of channels and the propagation paths along them that
minimize the end-to-end latency. This optimization is performed
at the destination based on the information contained in the
received RREQs. We first explain the underlying idea by the follow-
ing example and then formally define the optimization algorithm.

In Fig. 4, each plane represents a channel and the broken line
shows the path obtained by the propagation of the RREQ on each
of them. This path is limited on one channel and is a combination
of the greedy forwarding and PU avoidance phases. Though all the
nodes are located in the same physical space, only a subset of them
are shown that participate in the routing on a given channel,
depending on their individual PU coverage regions. These nodes
form the anchor points on their respective channels.

Let the RREQ on channel 1 give the shortest path from the
source to the destination D, among all the considered channels. A
portion of this path from node x to D is shown. Let node x be the
decision point (DP) where the path starts avoiding the PU affected
region on channel 1. Our optimization framework tries to identify
if a better channel (and hence, path) may be used at the DP, there-
by preventing the additional hops incurred in channel 1. To allow a
path switch at node x, the new path must have the node x in com-
mon, or must be within the transmission range of x. Thus, only the
paths in channels 2 and 3 are considered as the nodes y and z are
within range of x on these channels, respectively. The path on
channel 4, being at a distance of at least two hops from node x can-
not be included in this stage. The feature in SEARCH that allows
distant paths to be combined is described in Section 4.2.

If the path on channel 1 is switched to a different channel, say
channel 2, then the packet traverses on the path in channel 1 till
node x and then on the path on channel 2 from node y to the des-
tination. The channel, and hence, path change occurs at node x if
the sum of the (i) path latency in the new channel from node y
to the destination, (ii) the estimated time to reach node y from
node x, and (iii) the cost of the switching the channel ts is less than
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the path delay from node x to the destination in channel 1. As the
new path is traversed, the above conditions are checked for each
new DP encountered in the route. If multiple channels exist that
provide a better path alternative, one of them is chosen that min-
imizes the total latency to the destination. From Fig. 4, the time to
destination may be smaller for channel 2 as compared to contin-
uing on channel 1 or switching to channel 3, and thus, it is chosen
at the node x. A brief analysis of these two options of route detour
as against channel switching is presented for an ideal case in
Appendix A.

We define the variables used in the subsequent discussion as
follows: The RREQ received on a given channel, say k, defines a
path of lk anchor points given by Pk ¼ fA1

k ;A
2
k ; . . . ;Alk

k g. The anchor
points are the locations of the nodes that were chosen during the
forwarding process of the RREQ packet and indicate the absence
of PU activity. Some of these anchors may also serve as decision
points (DP) depending on whether the path encounters a PU
region. The optimal greedy path PG is a combination (or union) of
anchor points and the channel switching decisions shown by Ck;i

j ,
indicating that the channel is changed from k to i at the hop j.
The transmission time for a packet on channel i is given as Ti

R

and the total number of channels in the band is C.
We can formally express the route selection at the destination

through the following algorithm steps.

� Step 1. Initial path selection:The destination D receives the
RREQs on each channel k 2 C and extracts the path informa-

tion Pk from it. The path Pk comprises of a set of nodes Aj
k

n o

with their respective time stamps tj
k

n o
, where j ¼ 1; . . . ; lk

and the final node is the destination, i.e., Alk
k ¼ D. We first

define the latency, Lm
k , from an intermediate point m to the

final node lk on the channel k based on their respective time

stamps, tm
k and tlk

k , as follows:

Lm
k ¼ tlk

k � tm
k ð1Þ
As the first optimization step, considering the propagation from
the first node of the route ðm ¼ 1Þ, the least latency path Lm

k is
chosen among all the available channels k 2 C using Eq. (1),

i ¼ argk min L1
k ; 8k 2 C

n o
ð2Þ

In this step, the greedy path solution PG is initialized to the start
node on the channel i as PG ¼ A1

i . This set will grow as the
choice of nodes and channel switching decisions are added pro-
gressively in the subsequent steps of the algorithm.

� Step 2. Greedy path formation:The least latency path may be
further improved by switching to a different channel at the
DPs. This is because the initial path having the minimum
end-to-end delay, may not be continuously optimal through
the intermediate path segments. In this step, SEARCH
attempts to improve the chosen route by considering inter-
secting paths on the other channels that may be locally opti-
mal. The DPs are chosen for this optimization as the path
starts curving at these locations and better paths on different
channels that follow a shorter route to the destination may
exist. Formally the next hop node, Aj¼jþ1

i , along the current
chosen path on channel i is added to PG, if it is not a DP. This
step is repeated in a loop as long as a DP is not reached. Thus,

j ¼ jþ 1

PG ¼ PG

[
Aj

i; if Aj
i–DP ð3Þ

If this next hop is the final destination, then the algorithm is
terminated and the path is complete. In this case, SEARCH pro-
ceeds to Step 5 directly. If this is not so, and the next hop is in-
deed a DP, the local optimality condition is checked in Step 3.

� Step 3. Optimization at the DP:When a DP is reached, SEARCH
attempts to find an intersecting path on a different channel
at this location. Each node, during forwarding of the RREQ,
includes its own location information in the packet. Thus,
the destination knows of the locations of each of the nodes
that the RREQ traverses through. Thus, it simply uses these
location coordinates and the known transmission range to
infer which of the nodes, if any, in the other paths are within
the reach of a given node. A given path P1 with node x is said to
be intersecting with another path P2, if the latter (i) has the
node x common or (ii) has a node that is within transmission
range of node x in path P1. From Fig. 4, the paths shown in
channels 2 and 3 are intersecting with the path on channel 1
as the nodes y and z in these paths, respectively, are within
transmission range of the node x. Given the channel switching
time ts and the time to transmit a packet Tk

R on channel k, the
time overhead, dk, to reach the node in the intersecting path is,

dk ¼ ts þ Tk
R; k 2 C ð4Þ

The current channel i (and hence, the path) may be switched to
an intersecting path (say, on channel k) at the node m in the
transmission range of the DP j, only if the latter has a smaller la-
tency to the destination measured from j. Also, the transmission
range ðRTÞ constrains the allowed distance between the two
nodes Aj

i and Am
k by the inequality dist Aj

i;A
m
k

� �
< RT . The total

time taken to reach the destination is given by Lm
k þ dk, if channel

k is chosen. Also, if more than one intersecting path exists, the
new channel k is so chosen that the time to destination is mini-
mized over all the possible channel options. Assuming the trans-
mission range as RT , the tuple fhop number m0; channel k0g is
chosen that minimizes the total time Lm

k þ dk,

fm0;k0g¼ argfm;kgmin Lm
k þdk

� �
dist Aj

i;A
m
k

� �
<RT ; 8k2C ð5Þ
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� Step 4. Route expansion: The greedy path solution is updated
with the new channel and path information. First, the channel
switching decision shown by Ci;k0

j , is incorporated in the final
path PG, along with the node Am0

k0 that serves as the next hop
in the new path.

PG ¼ PG

[
Ci;k0

j

[
Am0

k0 ð6Þ

Finally, the new channel k0 is now the default channel, i.e.,
i ¼ k0; j ¼ m. The procedure of traversing the new path by
checking the DPs is repeated from Step 2.

� Step 5. Route confirmation:When the last hop i.e., the destina-
tion is reached, the route reply RREP is sent back to the source
along the optimal route PG. The RREP contains the IDs of the
nodes, the anchor locations and the channel switching deci-
sions. The routing of data packets can begin immediately
when the source receives the RREP.

During the route setup stage, the destination optimizes the path
and channel choices based on nodes that are within transmission
range of each other to give the optimal path PG. The next stage of
optimization, route enhancement, occurs when the route is active
and attempts to combine paths that are separated by more then
one hop.

4.2. Route enhancement

The route enhancement stage comes into operation after the
initial route setup stage and conservatively explores the gains of
linking together paths formed on different channels that are up
to g hops away. From Fig. 4, if the DP x is a part of the optimal route
at the end of the route setup phase, this stage of the protocol may
allow it to reach node w two hops away, on the least latency path
in channel 4. The algorithm for enhancing the current route is as
follows:

� We recall that the route setup phase checks for a possible path
(and channel) change at each DP. If there is no other node within
the transmission range, the DP is retained in the current path. In
this phase, the currently used shortest path PG is further opti-
mized considering (i) all the remaining DPs on it and (ii) the
anchor points on the other routes (hence, on the other channels)
that are within g hops of the considered DP.
We assume that the currently used optimal path comprises of a
set of anchor points given by PG ¼ fA1

G; . . . ;Aq
Gg. Formally,

SEARCH chooses the DP on the optimal path ðAi
GÞ and the anchor

Am
k on channel k, that must be reached, to minimize the total dis-

tance to the destination. Here, the first constraint is that the
node Am

k must be within g hops of the DP Ai
G, i.e.,

distðAi
G; Am

k Þ < g � RT . The maximum allowed physical distance
between the two nodes is given by the product of the hop count
g and the transmission range, RT . On similar lines, the actual
number of hops, gi;m;k, between these two nodes is given by,

gi;m;k ¼
dist Ai

G;A
m
k

� �
RT

< g where Ai
G ¼ DP ð7Þ

If Tk
R is the transmission time for a packet on channel k0 for a sin-

gle hop, the total estimated time taken to traverse this distance of
gi;m;k hops is gi;m;k � T

k
R. In order to find the tuple fi0; m0; k0g that

minimizes the total cost to the destination among all the possible
combinations, we add the time to the destination from the new
next hop mLm

k and the channel switching time ts. Additionally,
this time has to be smaller than the path latency, Li

G, from the
considered DP to the destination if the routing is continued on
the existing path.We formulate this optimization equation to find
the tuple fi0; m0; k0g as follows:
fi0;m0; k0g ¼ argi;m;k min gi;m;k � T
k
R þ Lm

k þ ts

� �
< Li

G

n o

8Ai
G 2 PG; and Ai

G ¼ DP
8k 2 C;

8Am
k 2 Pk;

gi;m;k < g ð8Þ

Summarizing the above discussion and from Eq. (7), we explain
the constraints as follows: A node Ai

G in the optimal path PG

may be used in the minimization only if it is a DP. We consider
the path Pk in each of the possible channels k in the channel
set C. In these paths we allow the anchor points as a candidate
solution if it is within g hops of the DP being considered.

� Once a feasible path is identified by the destination, it sends a
route enhancement (ROP) message to the DP Ai0

G, found in the
earlier step. The ROP contains (i) the ID of the node Am0

k0 that must
be reached on the new path, (ii) the path information in terms of
successive next hop nodes from the intended node Am0

k0 to the
destination. We recall that both of this information is obtained
from the RREQ received on channel k0 during the route setup
stage.

� The DP Ai0

G receiving the ROP now sends an RREQ message with
the node Am0

k0 as the destination, similar to the route setup phase
involving greedy forwarding. The new path information received
in the ROP is then included in the RREP when it is forwarded on
the channel k0. A key difference in the route enhancement phase
is that, on receiving the RREQ, node Am0

k0 continues to forward it
towards the eventual destination D. The RREQ may be dropped
if either the target node Am0

k0 cannot be reached in g hops, or
the route (indicated by the node IDs in the RREQ) is discon-
nected at any point before the destination is reached.

� If the destination receives the forwarded RREQ, it checks if the
actual latency on the new path is lower than the value on the cur-
rent path from the DP Ai0

G. If so, an RREP is sent along the new route
and an RERR is propagated along the earlier route indicating the
formation and the teardown of the routes, respectively. In this
process, the portion of the optimal path PG after the DP Ai0

G is
deleted and the new path information is added. Thus,

PG ¼ PG Ai0þ1
G ; . . . ;AD

G

n. o

PG ¼ PG

[
Am0þ1

k0 ; . . . ;AD
k0

n o
ð9Þ

� This run-time optimization continues till all the DPs in the cur-
rent optimal path PG, have been explored and no further
improvement in latency is observed.

We note that this optimization process does not affect the cur-
rent route operation as it is carried out in parallel. However, this
stage is implemented immediately after the route is operational
as mobility of the nodes may change the path conditions found
in the route setup phase for the other channels. We next describe
the route management functions of the SEARCH protocol that at-
tempts to keep the route connected in the presence of the dynamic
channel and mobility conditions in CR networks.

5. Route maintenance

This phase of the SEARCH protocol addresses the following
concerns:

� PU awareness: The appearance of a PU may render the region in
its vicinity unsuitable for routing. In such cases, the nodes in the
affected regions must immediately cease operation in the occu-
pied channel and, if needed, explore alternate routes to the
destination.
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� CR user mobility: Node mobility may cause route disconnections.
Even if the route stays connected, nodes may stray into PU activ-
ity regions and cause undesirable interference to the licensed
users. Moreover, the source and destination may themselves
move and the earlier route, formed on the basis of their relative
geographical locations, can no longer be considered optimal.

The route management phase allows SEARCH to adapt to the
above changes in the channel and network environment with min-
imum delay as follows:

5.1. PU awareness

During the ongoing routing process, a node always checks if the
next hop node is within its focus region. This condition becomes
false if a new PU is detected by the next hop and it informs its
neighbors of this event through beacon messages. At this time,
similar to the PU avoidance phase described in Section 4.1.2, the
node marks itself as a DP. It stops further routing of data packets
and sends out an RREQ to the destination. The RREQ undergoes
the same forwarding process in the route setup but with the
following key differences: (i) It is sent by the newly formed DP
instead of the source node and (ii) it carries as a payload, the node
and channel decisions of the earlier path from this DP to the desti-
nation. The RREQ is propagated on the current channel till either
the destination is reached or one of the nodes common to the pre-
vious operational path is encountered. In Fig. 5, the existing route
is shown by the bold line SourceðSÞ � U � DP1 � A� B� DP2�
V � DestinationðDÞ. The two decision points DP1 and DP2 are the
nodes where the route curves around an existing PU affected
region. The points U and V represent nodes within one-hop trans-
mission range of the source and destination, respectively. The ver-
tical displacements indicate channel switching along the frequency
axis, while the x� y axes represents the physical space. When the
shaded region, intersected by the current route, becomes affected
due to PU activity, node A identifies itself as a new DP. It sends
out the RREQ and encloses in it, the IDs of the nodes B;DP2;V ;D.
The detour paths taken by the RREQ are shown by the broken lines.
If the RREQ follows the path P1, it finds the node B in common with
the earlier path and continues along the known hops to the desti-
nation. However, if it follows path P2, it reaches the destination
along the same channel, possibly following a more circuitous route.
In either case, the destination sends back an RREP to the DP A if the
latency is within a threshold LTh of the original path or else, an
RERR is propagated back to the source S signaling the need of a
fresh route formation. Similarly, an RERR is sent back by the DP
A to S if it does not receive a response to the transmitted RREQ
within a pre-defined timeout period.
D
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DP

DP
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x y

x y

Original Path
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Fig. 5. Route maintenance with PU awareness.
5.2. CR user mobility

SEARCH does not associate the route with particular nodes in
the network, but rather with anchor points that represent regions
free of PU activity. We recall that each node, through periodic bea-
cons, updates its one-hop neighbors about it current location. As
long as the new node location is within a threshold distance of
the anchor point found during route formation, it is retained as
the next hop. If indeed this threshold is exceeded, then the ID of
the next hop is removed the forwarding table and the entry is re-
placed by another node that is the closest to the corresponding an-
chor point. The binding of the route to PU activity free regions
ensures continued route operation in place of node mobility.
SEARCH also addresses separately the case of source and destina-
tion mobility, as they are specific end-points and cannot be re-
placed by other nodes close to the anchors. It extends the route
at the source or the destination end, whenever they become
unreachable. In our approach, the destination saves the informa-
tion about its previous locations (in the form of x � y coordinates)
at regular time intervals. It then uses Kalman filtering to predict
the new location and updates the previous hop node of its antici-
pated future position [20]. In this method, the states (given by
the locations) are used to make the prediction of the next state,
as well as the error covariance. As the destination moves to the
new area, based on the difference between the true and predicted
locations, the Kalman gain is updated, which in turn gives a new
covariance matrix for the next prediction.

In Fig. 5, the destination D predicts its new location D0 and
informs the previous hop V. In the event that D becomes unreach-
able, node V sends out an RREQ with this predicted location on the
same channel used between the two nodes. Once the RREP is
received from the destination, the data forwarding is resumed.
Similarly, the source S sends out an RREQ directed to the first node
U in the current path, if it moves out of range. If the RREP is
received, the route is extended and the routing of the data packets
can be resumed. In either case, if no RREP is received, a fresh route
setup is invoked.

The above route management techniques may add new nodes
to the existing path through local decisions. This may result in
the current routing path growing sub-optimally over time, espe-
cially in highly mobile scenarios. In SEARCH, the number of hops
originally used for route formation and the hops used in the cur-
rent path are periodically checked at the destination. If the differ-
ence is greater than the allowed threshold hop count, it signals the
need of a new route formation by propagating the RERR message
back to the source.

We next present the performance evaluation of SEARCH consid-
ering its different features and CR specific scenarios.

6. Performance evaluation

In this section, we evaluate the performance of the SEARCH pro-
tocol under different network conditions, traffic loads and mobility
factors with the parameters as listed in Table 1. The simulation
model is built in the NS-2 simulator with multi-radio multi-chan-
nel extensions [15]. We model the primary users’ activities by
using the exponential ON–OFF process described in Section 3. Sim-
ulations are performed in random multi-hop network topologies,
in which, 400 nodes, unless specified otherwise, are distributed
in an area of 1000� 1000 m2. The coverage range of the PU on
its occupied channel is 300 m and the transmission range of the
CR user is set at 120 m. The node and PU locations are randomly
chosen in each trial run and an average of 50 trial runs is used
for a data point. In the mobility tests, the random waypoint model
is used with a mobility of 2 m/s and the channel switching time is
5 ms [21].



Table 1
SEARCH simulation parameters.

Number of CR users 400
Number of PUs [2, . . . ,10]
Max node speed 2 m/s
Active connections 1
Traffic data type UDP-CBR
SU Tx range 120 m
PU Tx range 300 m
Channel switching time 5 ms
Latency threshold ðLThÞ 0.2 s
Initial source–destination separation 850 m
Route optimization parameter g 2
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We demonstrate the performance improvement attained by
SEARCH, by (i) direct comparison with GPSR, suitably extended
for a multi-channel environment and (ii) by selectively enabling
the joint path and channel optimization modules present in it.
We describe the terminology used for the simulation study as
below:

1. GPSR: The classical GPSR [4] protocol is extended for a multi-
channel environment. GPSR is oblivious to the PU activity and
is run over all the available channels separately. The least
latency path (from the source to the destination on the same
Fig. 6. The packet delivery ratio, the end-to-end latency, and the number of h
channel) is considered as the final route chosen at the destina-
tion. We also incorporate the modifications proposed in [10,11]
and described in Section 2, for alleviating the disruptions
caused by node mobility.

2. SEARCH (Least Latency): In this version of the SEARCH protocol,
the route setup phase with the greedy forwarding and the PU
avoidance components are retained, as described in Sections
4.1.1 and 4.1.2, respectively. However, the path-channel opti-
mization (Section 4.1.3) as well the route enhancement (Section
4.2) carried out at the destination is disabled. The final route
chosen is the one that provides the least latency over all the
available channels without any intermediate switching of chan-
nels. This serves as the benchmark for comparing the fully func-
tional SEARCH, which switches channels at the appropriate
locations in the route.

3. SEARCH (Optimized): Here, all optimization modules are enabled
and we assume g ¼ 2 for the route enhancement function (Sec-
tion 4.2). In addition, both the optimized and least latency ver-
sions of SEARCH have the route maintenance functionality
active, as described in Section 5.

We perform four different tests in our study by measuring
the impact of (i) number of channels, (ii) number of CR users
and the wait time at the destination for the RREQs, (iii) varying
ops for the case of 5 channels are shown in (a), (b) and (c), respectively.
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traffic load, and (iv) route maintenance under node mobility and
PU activity.

6.1. Effect of number of channels

We consider two separate cases of 5 and 10 channels, in which,
a randomly chosen number of PUs is considered from the range
[1,10]. Whenever a PU transmits, two adjacent channels on either
side of the central transmission channel are affected based on the
spectral leakage ratio given in Section 3.2. The PU is kept in the ON
state for the duration of this experiment and the source and desti-
nation are initially separated by a distance of 850 m.

We first consider the packet delivery ratio (PDR) for 5 and 10
channels, as shown in Figs. 6 and Fig. 7(a), respectively. We see a
marked difference in PDR for the GPSR and the SEARCH protocols
as the former does not account for the PU activity regions and
may pass through them for the greatest advance to the destination.
Apart from the effect on the CR user, a low PDR also implies that
the PU reception is affected due to concurrent transmissions. Inter-
estingly, SEARCH (least latency) does show a drop in the PDR as
compared to the optimized case when PUs are increased. This
effect is seen to a greater extent when 5 channels are present as
compared to 10 channels. This is because with the increasing num-
ber of PUs renders large regions ineffective for transmission, even
Fig. 7. The packet delivery ratio, the end-to-end latency, and the number of h
on the best available channel. Thus, there are some portions of the
route that must intersect these PU affected region where detours
are no longer possible. When more channels are present, the PU
activity is shared among them and the region influenced by the
PUs on any given channel is reduced. The ability to switch the
channel in the optimized SEARCH allows the flexibility to maintain
a high PDR, even under increasing number of PUs.

The difference in the end-to-end delay between GPSR and the
SEARCH protocols is significant, as seen in Fig. 6 and Fig. 7(b). This
is counter-intuitive as the path to the destination for GPSR is the
least in terms of hops, as it is not sensitive to the presence of the
PUs. Further investigation revealed that the total link layer delay
caused by packet re-transmissions at each hop is significantly lar-
ger than the latency due to path detour in SEARCH, thus resulting
in significant time saving for the latter. Moreover, the difference
between the two flavors of SEARCH demonstrates the benefit of
optimizing the path over several channels. Results reveal that the
optimized channel switching gives nearly 60% improvement in
the optimized SEARCH over the single channel least latency
configuration.

We define the path optimality metric as the difference in the
number of hops between the optimal shortest path if the global
topology is known, as against the path that is found by the SEARCH
protocol. In either case, the PU affected region is considered. In
ops for the case of 10 channels are shown in (a), (b) and (c), respectively.



Fig. 8. The end-to-end latency and the packet delivery ratio are shown in (a) and (b), respectively, for different PU ON times. A snapshot of the latency is plotted against the
simulation time in (c).
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Fig. 6 and Fig. 7(c), we show this metric for 5 and 10 channels,
respectively. Here we measure the difference in the number of
hops of the two SEARCH protocols with the route that is con-
structed with the global topology knowledge. We observe that
Fig. 9. Analysis of the impact of varying PU–CR user r
the SEARCH gives a good performance, within 4 hops of the opti-
mum path. In addition, we observe that the number of channels af-
fects the path optimality condition to a greater extent than
increasing the PUs in the network.
atio is shown in terms of latency (a) and PDR (b).



Fig. 10. Analysis of the wait time on end-to-end latency (a) and route setup latency (b).
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6.2. Effect of CR users and RREQ wait time

We next observe how the ratio of the PUs to the CR users in the
network affects the system performance by varying the latter from
150 to 400 keeping the number of PUs constant at 10. When we in-
crease the number of CR users, we also increase the possibility of
discovering new routes not affected by PUs, for all the evaluated
protocols. As a result, the end-to-end delay (Fig. 9(a)) decreases
for all the protocols with a significantly improved performance
by the flavors of the SEARCH protocol. The PDR has a gradual fall
with increasing PU–CR ratio, as seen in Fig. 9(b), thereby proving
the scalability of SEARCH in a highly dense PU environment.

In Fig. 10(a), we observe that the end-to-end latency is consid-
erably shorter for the optimized SEARCH protocol when the desti-
nation waits for 0.2 s to receive the RREQs, as compared to the
other case for 0.1 s. Interestingly, though the route setup time is
much larger (Fig. 10(b)) for the larger wait time, it is well compen-
sated by identifying a better route.

6.3. Effect of traffic load

In the load analysis, we consider 10 PUs inside the network, but
vary the system load by modifying the traffic produced by the
source node measured in Kbps. Three connections for the CR users
are active at any given time. We observe that the end-to-end delay
Fig. 11(a) is considerably lower for the case of SEARCH optimized.
The least latency SEARCH protocol, as well as GPSR, suffer from
Fig. 11. The effect of connection load on the end-to-end latency and
self-contention among packets of the same flow as only one chan-
nel is used for data forwarding and no channel switching occurs.
This is the key reason for the rapid decline in the PDR for higher
connection load for these protocols Fig. 11(b). In comparison, the
optimized SEARCH protocol uses path segments on different chan-
nels whenever PU regions are encountered. This alleviates the
problem of self-contention at the link layer thus giving a better
PDR.

6.4. Route maintenance

In this study, we evaluate the ability of the SEARCH scheme to
address the network changes arising from (i) the variable PU activ-
ity and (ii) node mobility, based on the route management func-
tions described in Section 5.

6.4.1. PU activity
Fig. 8(a) and (b) show the end-to-end delay and the PDR, in a

scenario with 5 and 10 PUs following the exponential ON–OFF pro-
cess (Section 3). There are a total of 5 channels. The duty cycle for
the switching model is varied in the range [0.5,2.5] s. When the PU
activity is low, the GPSR [4] protocol produces the best perfor-
mance in terms of end-to-end delay. This is because the shortest
path is chosen by the greedy approach and there are no detours
to avoid regions of PU activity. However, the performance of the
GPSR [4] scheme degrades when the average ON time increases
due to the interference caused by the PUs. Fig. 8(b) confirms that
the packet delivery ratio are shown in (a) and (b), respectively.



Fig. 12. The accuracy of the location prediction of the destination over time is shown in (a) while the impact of Kalman filter update periods on route connectivity shown in
(b).

Fig. 13. The reduction in the number of fresh routing requests in the presence of
node mobility.
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the SEARCH protocol improves the PDR performance for both
increasing PU ON times as well as when the number of PUs in
the system is changed from 10 to 20. Fig. 8(c) provides an insight
of the system behaviour in a sample scenario when a single PU is
considered on a channel used by both GPSR and a portion of the
route in the SEARCH protocol. Here, the end-to-end delay is shown
as a function of the simulation time. At 50 and 150 s into the sim-
ulation time, a PU arrives in the network, and departs at 100 and
200 s, respectively. The resulting interference due to the PU activ-
ity causes high fluctuation of the end-to-end delay on the GPSR [4]
protocol. The SEARCH protocol, in the route maintenance stage,
immediately identifies the PU occurrence and explores a detour
path for the duration of the PU activity, as described in Section
5.1. In this case, the new path latency was acceptable at the desti-
nation (latency threshold LTh ¼ 0:2 s) and the RERR message was
not sent for a fresh exploration. However, SEARCH does not revert
back to the optimal path once the PU leaves, thus incurring an
acceptable but permanent degradation compared to the initial
performance.

6.4.2. Node mobility
We first investigate the accuracy with which the destination is

able to predict its future location based on the Kalman filter [20]. In
Fig. 12(a), we show the true displacement of the destination node
along the y axis as against the predicted values, with the displace-
ments being measured from the last reported location. The pre-
dicted values track the true displacements closely when the
Kalman updates happen every 1 ms and suffer from a large devia-
tion for 5 ms.

We study the effect of the route extension due to movement of
the destination and the effectiveness of the Kalman filter based
location update function in Fig. 12(b). This supports the protocol
description in Section 5.2. After the initial route is formed, we in-
crease the mobility of the destination while keeping the other
nodes of the route fixed. The average hop length is computed at
the end of each trial running for 100 s and the threshold increase
in the number of hops before an RERR is sent is set at 10. We con-
sider two cases, when the Kalman filter based location updates are
issued at 1 and 5 s by the destination, respectively. We find that
the hop length of the route increases as higher node mobility that
proves the prediction algorithm and subsequent route extension
work effectively. Moreover, the more frequent the location up-
dates, the more accurately the destination is tracked by the penul-
timate node. The 1 s updates result in longer routes as compared to
the more infrequent update duration of 5 s.
In Fig. 13, we evaluate the performance of the recovery scheme
in presence of the mobility of the intermediate nodes of the path,
as described in Section 5.1 by keeping a constant PU coverage re-
gion and the end-points stationary. The number of generated RREQ
messages signaling the need for a fresh route formation is plotted
against increasing mobility. When the route maintenance (RM) is
switched off, the resulting link failure results in the need of a fresh
route formation from the source. When RM is on, SEARCH attempts
to find another node that is close to the corresponding anchor
point, if the current node moves out of range. We observe that this
switching of the node in the route manages keeps the route con-
nected through the PU-free regions, leading to much fewer route
outages.

7. Conclusions

In this paper, we presented SEARCH, a distributed routing pro-
tocol for mobile CR networks. Our approach jointly optimizes the
path and channel decisions so that the end-to-end path latency is
minimized. It is sensitive to the PR activity and ensures that the
performance of the CR network is minimally affected as well as
no interference is caused to the licensed users during their trans-
mission. The route management functionality effectively manages
to meet the challenges of a mobile environment and proactively
takes corrective actions based on predicted location values.
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SEARCH can be further enhanced by incorporating a learning based
approach that identifies the type of the PU, its duty cycle and times
of operation. In addition a variety of other channel quality metrics
including external interference measurements may be integrated
in the next hop selection scheme.
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Appendix A. Discussion on the path and channel decisions

In this section, we analyze the difference in the costs of circum-
venting a PU affected region as against changing the transmission
channel under ideal circumstances. By ideal, we imply that we con-
sider (i) a single PU, (ii) the route detour follows the circumference
of the PU region and (iii) the path to the destination, after the chan-
nel change, is the shortest path along a straight line. This analysis
gives an idea about the likely path and channel choices that will be
made by the SEARCH protocol before it is deployed in the network
and can be easily extended for other cases.

Consider the PU at location O with a coverage range of Rk
P on

channel k. The CR user has a transmission range of RT and we con-
sider two locations for the decision point (DP), at A and B, respec-
tively. We assume the case for which the route detour is
maximum, i.e., the DP, the PU location and the destination D collin-
ear. The destination is at a distance of lD from the PU. The lines
from the AX and DZ form tangents to the circular PU affected re-
gion, giving an interior angle 90� d and 90� /, respectively.

We recall that SEARCH marks a forwarding node as a DP when
there exists no node within its focus region that is free of PU activ-
ity. Thus, in the best case, the DP is located at A with the next hop
neighbor at location B just within the coverage region of the PU.
The path detour fA in this case is,

fA ¼ ‘AX þ ‘XZ þ ‘ZD ð10Þ

In the worst case, the DP is identified late, when the CR user that
forwards the packet is located at B. The detour,with respect to the
original location A, fB, given as the sum of the length of the arc
‘BXYZ and the tangent ‘ZD to the destination,

fB ¼ ‘AB þ ‘BYZ þ ‘ZD

fB ¼ ‘AB þ ‘BY þ ‘YZ þ ‘ZD ð11Þ
T

θ max
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k

A
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B φ
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δ

Fig. 14. Circumventing the PU region
Considering MAOX, d ¼ cos�1 Rk
P

Rk
PþRT

� �
. Similarly, in MDOZ,

/ ¼ cos�1 Rk
P

lD

� �
. From geometrical considerations in Fig. 14,

‘AB ¼ RT

‘AD ¼ lD þ RT þ Rk
P

‘AX ¼ RT þ Rk
P

� �2
� Rk

P

� �2
� 	1

2

‘ZD ¼ ðlDÞ2 � Rk
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� �2
� 	1

2
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p
2
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� �
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P
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p
2
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� �
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P ð12Þ

Substituting the terms form Eq. (12) in Eqs. (11) and (10),

fA ¼ RT þ Rk
P

� �2
� Rk

P

� �2
� 	1

2

þ p
2
� d

� �
� Rk

P

þ p
2
� /

� �
� Rk

P þ ðlDÞ2 � ðRk
PÞ

2
n o1

2

fB ¼ RT þ
p � Rk

P

2
þ ðlDÞ2 � ðRk

PÞ
2

n o1
2 ð13Þ

Along similar lines, the straight line distance from the DP A to
the destination D is, ‘ZD ¼ RT þ �Rk

P þ lD. Consider a channel q, which
is free from all PU activity, and in which such a straight traversal to
the destination is possible. The time latencies on the channels with
the detour ðLkÞ and the straight line path ðLqÞ, considering the DP at
B and ts as the channel switching time, are,

Lq ¼ ts þ
RT þ �Rk

P þ lD

� �
� Tk

R

RT

Lk ¼
fB � Tk

R

RT
ð14Þ

Under ideal conditions, the points A and B mark the minimum
and maximum detours, respectively. Thus, typically, the detour
may begin from an intermediate point on the segment AB. In the
worst case, i.e., at point B, the channel is switched only if the con-
dition Lq < Lk is true. If ts is large, depending upon the hardware
specifications, the detour path on the same channel will always
be preferred. Before the network is set in operation, the condition
in Eq. (14) for the maximum detour may be checked to estimate if
the SEARCH protocol will satisfactorily find the path-channel opti-
mal routes, under the operating limits of the network hardware.
D

Z

lD

and the associated path detour.
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