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Abstract—Mobility management protocols operating from different layers of the classical protocol stack (e.g., link, network, transport,

and application layers) have been proposed in the last several years. These protocols achieve different handoff performance for

different types of applications. In this paper, mobile applications are grouped into five different classes, Class A through Class E, based

on their mobility management requirements. Analytical models are developed to investigate the handoff performance of the existing

mobility management protocols for these application classes. The analysis shows that applications of a particular class experience

different handoff performance when different mobility management protocols are used. Handoff performance comparisons of different

mobility management protocols are carried out to decide on the suitable mobility management protocol for a particular application

class. The results of mathematical analysis advocate the use of transport layer mobility management for Class B and Class C

applications, Mobile IP for non-real-time Class D and Class E applications, and Session Initiation Protocol-based mobility management

for real-time Class D and Class E applications. Moreover, through analytical modeling, the parameters that influence the handoff

performance of mobility management protocols are identified. These parameters can be used to design new application-adaptive

techniques to enhance the handoff performance of the existing mobility management protocols.

Index Terms—Next-generation wireless systems, mobility management, handoff performance, analytical modeling.
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1 INTRODUCTION

NEXT-GENERATION Wireless Systems (NGWS) integrate
existing wireless networks such as wireless local area

networks (WLANs), third generation (3G) cellular net-
works, and satellite networks to realize a unified wireless
communication system that has the best features of the
individual networks to provide ubiquitous “always best
connection” [10] to mobile users [4]. In NGWN, mobile
users are connected to the best available networks that suit
their service requirements and switch between different
networks based on their service needs. Efficient mobility
management protocols are required to support mobility
across heterogeneous access networks.

Mobility management contains two components: loca-
tion management and handoff management [3]. Location
management enables the system to track the locations of
mobile users between consecutive communications. On the
other hand, handoff management is the process by which
users keep their connections active when they move from
one base station (BS) to another. Handoffs in wireless
networks result in performance degradation to applications.

Handoff management protocols operating from different
layers of the TCP/IP protocol stack (e.g., link layer, network
layer, transport layer, and application layer) are proposed
in the literature [4] to minimize the performance degrada-
tion during handoff. Mobile IP [17] that operates from the
network layer is proposed to support mobility management

in IP-based networks. It forwards packets to mobile users
that are away from their home networks using IP-in-IP
tunnels [17]. Transport layer mobility management proto-
cols eliminate the need for tunneling of the data packets.
TCP-Migrate [22] and an architecture called MSOCKS [14]
are proposed to support transport layer handoff manage-
ment. Moreover, work is going on in the IETF to modify the
Stream Control Transmission Protocol [23] to allow it to
dynamically change endpoint addresses in the midst of a
connection [8], [11]. Application layer handoff using Session
Initiation Protocol (SIP) is proposed in [25].

There exist several studies to investigate the performance
of these handoff protocols [4]. However, to the best of our
knowledge, there is no existing work that investigates the
interaction between the handoff process and the type of
application and, thereby, the effect of handoffs on different
application types. In this work, we study the effect of the
handoff process on different types of applications. The
effect of handoffs on applications can be specified in terms
of the following parameters: handoff latency, packet loss,
throughput degradation time, transport-layer transparency, etc.,
as described in Section 2.2. To provide efficient handoff
support to all application classes, a mobility management
protocol must achieve good performance results for all
handoff performance parameters. To understand the effect
of handoffs on mobile applications, we classified different
applications into five categories: Class A through Class E,
based on their mobility management requirements as
described in Section 2.1. Then, we carried out the qualitative
analysis of the handoff performance of the existing mobility
management protocols. Our analysis shows that mobility
management protocols operating from different layers of
the classical TCP/IP protocol stack achieve different
performance results with respect to different handoff
parameters. For example, while Session Initiation Proto-
col-based (SIP) [20] mobility management and TCP-Migrate
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[22] achieve minimum end-to-end delay, TCP-Migrate and
Mobile IP [17] achieve transport-layer transparency. On the
other hand, Mobile IP introduces additional end-to-end delay.
Similarly, SIP-based mobility management does not provide
transport-layer transparency to the applications. Thus, none of
the existing mobility management protocols can support
efficient handoff management for all application classes.

To answer the question “What is the suitable mobility
management protocol for a particular application class?”
we developed an analytical model to study the handoff
performance of the existing mobility management protocols
when they are used for different application classes. The
results of our analysis advocate the use of transport layer
mobility management for Class B and Class C applications,
Mobile IP for non-real-time Class D and Class E applications,
and Session Initiation Protocol-based mobility management
for real-time Class D and Class E applications. Moreover,
through our analytical modeling and performance investi-
gation, the parameters that influence the handoff perfor-
mance of mobility management protocols are identified.
These parameters can be used to design new application-
adaptive techniques to enhance the handoff performance of
the existing mobility management protocols.

The remainder of this paper is organized as follows: In
Section 2, we classify different applications into five
categories and carry out qualitative analysis of handoff
performance of existing mobility management protocols for
these application classes. We derive the basic formulations
that we use in our analytical modeling in Section 3. In
Section 4, we develop the analytical models to investigate
the handoff performance of Class B and Class C applications
when Mobile IP and TCP-Migrate are used. Then, we carry
out a similar analysis for Class D and Class E applications
when Mobile IP and SIP are used in Section 5. Finally, we
summarize the results of our analysis and conclude the
paper in Section 6.

2 CLASSIFICATION OF APPLICATIONS AND

QUALITATIVE HANDOFF PERFORMANCE

ANALYSIS OF EXISTING MOBILITY

MANAGEMENT PROTOCOLS

In this section, we first classify different applications into
five classes based on their mobility management require-
ments. Then, we carry out a qualitative analysis of handoff
performance of existing mobility management protocols for
these application classes.

2.1 Classification of Applications

In NGWS, there will be different types of applications, e.g.,
voice, real and non-real-time data, and multimedia services.
Based on their mobility management requirements, we
classify these applications into the following categories:

. Class A Applications: TCP or UDP applications that

are short lived and originated by a mobile node

(MN) such as Domain Name Service (DNS) resolu-

tion [13], [22]. Here, the Correspondent Node (CN)

(usually a server) typically resides in the fixed

backbone network and has a permanent IP address.

We can assume that the MN knows about CN’s IP
address in advance. Since every Internet packet

includes the IP address of the sender, the CN learns

about the IP address of the MN from the first IP

packet that it receives from the MN. As these

applications are short lived (most are over in

seconds from the initial service request by the client

[13], i.e., MN in this case), there is no need for

handoff support. If the transaction time happens to
coincide with the handoff time, it is always possible

to restart the transaction after the handoff [13]. As

the transactions are initiated by the MN, there is no

need for the CN to learn about the current location of

the MN. Therefore, these applications do not require

location or handoff support.
. Class B Applications: TCP applications that are long

lived and originated by an MN such as Web

browsing and telnet sessions. These applications do

not require location support as the MN initiates the
connection. However, as they are long lived, they

require handoff support as they may stay active over

several cell transition instances. Therefore, these

applications do not require location support but

require handoff support.
. Class C Applications: TCP applications that are long

lived and terminated at an MN such as telnet sessions.

In this case, the originator of the application needs to

learn the IP address of the MN before it can start the

connection. Therefore, location support is required.

Moreover, as these applications are long lived, hand-

off support is required. Thus, such applications

require both location and handoff support.
. Class D Applications: UDP applications that are

long lived and originated by an MN such as mobile

telephony where MN is the calling party. These

applications require only handoff support.
. Class E Applications: UDP applications that are

long lived and terminated at an MN such as mobile

telephony where MN is the called party. In this case,

the originator of the application needs to learn the IP

address of the MN before it can start the connection.

Therefore, location support is required. Moreover, as

these applications are long lived, handoff support is

required. Thus, these applications require both

location and handoff support.

As Class A applications do not require location or

handoff support, we do not consider these applications in

this work. Class B, Class C, Class D, and Class E

applications require handoff support. Therefore, it is

essential that these applications remain transparent to the

handoffs. The level of transparency to handoffs that these

applications can achieve depends on the mobility manage-

ment protocol used to carry out the handoff.

2.2 Qualitative Handoff Performance Analysis of
Existing Mobility Management Protocols

The effect of handoffs on different application classes can be
specified in terms of the following parameters.
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. Handoff latency: This is the time duration between
handoff initiation and handoff completion. Real-
time applications using real-time transport protocol
(RTP) over UDP such as Internet telephony and
multimedia applications that belong to Class D and
Class E require minimum handoff latency.

. Packet loss during handoff: Class D and Class E
applications run over UDP. As UDP is not a reliable
protocol, the packets that are lost during the handoff
cannot be recovered. Thus, Class D and Class E
applications experience packet loss during handoffs.
Class B and Class C applications run over TCP. As
TCP is a reliable protocol, the packets that are lost
during a handoff are recovered through TCP’s
retransmission mechanism. Therefore, Class B and
Class C applications do not experience packet loss
during a handoff.

. Throughput degradation time: For Class B and Class C
applications that use TCP as the transport layer
protocol, the packets that are lost during a handoff
trigger the slow start mechanism of TCP leading to
throughput degradation. It may be noted that the
lost packets are retransmitted by TCP until they are
received at the destination. Therefore, the applica-
tions do not experience any packet loss. However,
TCP’s throughout is effected negatively by these
packet losses. The throughput degradation time
should be kept minimum.

. End-to-end delay: Real-time applications require
minimum end-to-end delay. When a mobility man-
agement protocol implements redirection of packets
such as Mobile IP, the end-to-end delay may
increase significantly. Real-time Class D and
Class E applications require low end-to-end delay.

. Transport-layer transparency: Applications running
over TCP require that if the transport layer connec-
tions are broken during a handoff, there should be a
mechanism to resume them in such a way that
applications remain transparent to the handoff.
These include Class B and Class C applications.
Therefore, mobility management protocols that hide
the modifications of the IP-address of the mobile
host upon handoff such as Mobile IP and TCP-
Migrate are appropriate for these applications.

. Security: A particular application may have different
levels of security requirements in different network
environments. For example, while communicating
inside a home network domain, an application does
not require strict security mechanisms. On the other
hand, while in a foreign domain or while commu-
nicating with CNs that are in foreign domains, the
same application may require strict security me-
chanisms. Thus, security is important for all classes
of applications.

The above analysis shows that different classes of applica-
tions have different expectations from a mobility manage-
ment protocol. Mobility management protocols operating
from different layers such as link layer [2], [15], network
layer [17], transport layer [22], and application layer [25] are
proposed in the literature [3], [4]. Next, we carry out the
qualitative handoff performance evaluation of these proto-
cols for the above handoff performance metrics.

2.2.1 Link Layer (Layer 2) Mobility Management

Protocols

Link layer mobility management protocols focus on the
issues related to intersystem roaming between hetero-
geneous access networks with different radio technologies
and different network management techniques [4]. The
user mobility profile (UMP) is used in [2] to support
enhanced mobility management. The concept of inter-
system boundary cells is used in [15] to prepare the users
for a possible intersystem handoff in advance. Thus, a
significant reduction of the intersystem handoff failure
probability is achieved. The performance of the link layer
mobility protocols is summarized as follows:

. The intersystem handoff latency is high because
several functions such as format transformation and
address translation, user profile retrieval, mobility
information related to intersystem movement recording,
and authentication between systems are carried during
an intersystem handoff [4].

. The large value of handoff latency results in higher
packet loss during intersystem handoff.

. After the intersystem handoff, an MN communicates
with the new system without the need for any
redirection agent. Thus, the end-to-end delay re-
quirement of the applications is respected.

. Since an MN communicates with a new address in
the new system, a transport layer connection has to
be reestablished after intersystem handoff. There-
fore, link-layer mobility management protocols are
not transparent to TCP and UDP applications.

. As authentication is carried out during an inter-
system handoff, these handoffs are secure.

2.2.2 Network Layer (Layer 3) Mobility Management

Protocols

Handoff performance of network layer mobility protocol,
Mobile IP [17], is summarized below:

. Mobile IP registration introduces a significant
amount of latency during handoff. Hierarchical
Mobile IP [9] and other micro-mobility protocols
such as Cellular IP [24], IDMP [16], and HAWAII [19]
reduce the handoff latency by introducing another
layer of hierarchy to the base Mobile IP architecture
to localize the signaling messages to one domain.

. The large value of Mobile IP latency results in
significant packet losses during a handoff.

. Mobile IP triangular routing results in path asym-
metry between a CN and an MN. Additional delay is
introduced from the CN to MN path because of
packet redirection through the home agent (HA).
Measurements in [27] show that Mobile IP increases
the end-to-end delay by 45 percent within a campus
(from a CN to an MN), which can be expected to
increase further in wide area networks. This is not
acceptable for delay-sensitive applications [25].

. Through packet redirection during handoff, Mobile
IP hides the change of IP address from the applica-
tions. Therefore, Mobile IP handoff is transparent to
the applications and the transport layer connections
are kept intact during a handoff.
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. Authentication of Mobile IP registration messages is
carried out as a part of the Mobile IP registration
[18]. Thus, Mobile IP handoff is secure.

2.2.3 Transport Layer (Layer 4) Mobility Management

Protocols

Using transport layer mobility, a TCP peer can suspend an
open connection and reactivate it from another IP address.
This reactivation of the TCP connection is carried out in
such a way that the applications can continue to use an
established TCP connection across a handoff [22]. Handoff
performance of transport layer mobility management
protocols is summarized below:

. Since only the communicating end points are
involved in the handoff process, the latency is often
lower than that of Mobile IP [22]. It may be noted
that the use of a third party, such as an HA in the
case of Mobile IP, increases the handoff latency.

. During a transport layer mobility, a TCP connection
maintains the same control block and state including
the sequence number space [22]. Therefore, any
necessary retransmissions can be requested in the
standard fashion. Thus, the packets that are lost
during the handoff can be recovered. Therefore,
transport layer mobility management protocols can
be designed to realize zero packet losses during a
handoff.

. Since there is no packet redirection, the path
between the communicating hosts (i.e., the MN
and the CN) is symmetric. Therefore, the end-to-
end delay does not increase after handoff. This is in
contrast to network layer Mobile IP handoff, where,
due to triangular routing, the end-to-end delay
increases in the CN to MN path when the MN is
away from its home network.

. As a transport layer connection is reactivated upon
handoff, the applications remain transparent to
mobility.

. Authentication is implicitly included during a trans-
port layer mobility, making it highly secure. The end-
to-end approach to mobility simplifies the trust
relationships required to securely support end-host
mobility compared to the network layer approaches
such as Mobile IP [22]. Since no third parties are
required or even authorized to speak on the mobile
host’s behalf in an end-to-end mobility approach, the
only trust relationship required for secure relocation
is between the MN and the CN [22].

2.2.4 Application Layer (Layer 5) Mobility Management

Protocols

Handoff performance of application layer mobility protocol,
SIP [25], is summarized below:

. Because redirecting agents such as SIP proxies and
SIP redirect servers are used during handoff, the
handoff latency of SIP is comparable to that of
Mobile IP but is higher than the transport layer
mobility protocols.

. The packets that are in transit during the handoff
signaling procedures are lost, making handoff
packet loss comparable to that of Mobile IP handoff.

. Once the handoff signaling phase is over, the
communicating hosts, i.e., the CN and the MN,
communicate directly without any redirection agent.
Therefore, end-to-end delay does not increase when
a MN is away from its home network.

. SIP cannot support TCP connections [25]. Therefore,
SIP mobility is not transparent to TCP protocol.

. Signaling messages that are used during SIP
mobility management are secured using different
security mechanisms. Thus, SIP-based mobility
management is secure.

We summarize the performance of the mobility manage-
ment protocols operating from different layers of the TCP/
IP protocol stack in Table 1, which shows that none of the
existing mobility management protocols can support
mobility management transparent to all types of applica-
tions. Since it is not possible to support transparent mobility
management for all types of applications using one
particular mobility management protocol in next-generation
wireless systems, we advocate the use of a mobility
management framework that adaptively selects a mobility
management protocol based on applications’ requirements.
The link layer mobility management protocols alone cannot
be used in NGWS because of their inherent scope limitation
to a single wireless access technology [4]. Because of the
intrinsic technology heterogeneity of different wireless
networks, mobility management protocols supporting
mobility outside the scope of a particular access technology
are suitable for NGWS. These include mobility management
protocols operating from network, transport, and applica-
tion layers. To determine the mobility management protocol
that is suitable for a particular class of application, in the
next section, we develop analytical models to investigate the
handoff performance of the existing mobility management
protocols in the context of Class B, Class C, Class D, and
Class E applications. As mentioned before, Class A applica-
tions do not require any mobility support.

3 PARAMETERS AND BASIC DERIVATIONS FOR

ANALYTICAL MODELING

To develop analytical modeling for the performance
analysis of the existing mobility management protocols,
we consider that a mobile host (MH1) that is away from its
home network (HN) moves from an Old Network (ON) to a
New Network (NN) in the middle of its communication
with a Correspondent Host (CH) as shown in Fig. 1. The
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network entities that assist the MH for its mobility
management such as an SIP [20] server, a Domain Name
Server (DNS), and a home agent (HA) are located in the HN
as shown in Fig. 1. We define the following parameters that
are shown in Fig. 1. tch is the one-way delay between the
CH and the HA. tho is the one-way delay between the MH
and its HA when the MH is in the ON. tho ¼ Dþ twho,
where D is the link-layer access delay as defined in (5) and
twho is the one way delay in the wired network between the
OBS and the HA. thn is the one-way delay between the MH
and its HA when the MH is in the NN. thn ¼ Dþ twhn,
where twhn is the one-way delay in the wired network
between the NBS and the HA. to is the one-way delay
between the MH and the CH while the MH is in the ON.
to ¼ Dþ twco, where twco is the one-way delay in the wired
network between the OBS and the CH. tn is the one way
delay between the MH and the CH while the MH is in the
NN. tn ¼ Dþ twcn, where twcn is the one-way delay in the
wired network between the NBS and the CH. Next, we
carry out some basic derivations that we use for our
analytical modeling in the remaining part of this paper.

3.1 End-to-End Packet Loss Probability

The path between the MH and the HA (or the CH) contains
two parts: the wireless link connecting the MH and the BS
and the wired link between the BS and the HA (or the CH).
Then, the end-to-end packet loss probability p between the
MH and the HA (or the CH) is given by

p ¼ 1� ð1� pwÞð1� pcÞ; ð1Þ

where pw and pc are the packet loss probabilities in the
wireless link and the wired link, respectively.

Next, we derive the expressions for p for both without
Radio Link Protocol (RLP) and with RLP scenarios. We
denote by Lp and Lf the length of a packet (typically an IP
packet) and the length of a link-layer frame, respectively.
Therefore, the number of frames per packet is K ¼ dLpLfe. For
the case of without RLP, the packet loss probability in the

wireless link becomes pwnr ¼ 1� ð1� pfÞK , where pf is the
link layer frame error rate (FER). Therefore, the end-to-end
packet loss probability pnr between the MH and the HA (or
the CH) without RLP can be derived by using p ¼ pnr and
pw ¼ pwnr in (1),

pnr ¼ 1� ð1� pfÞKð1� pcÞ: ð2Þ

For the case with RLP, the packet loss probability in the
wireless link pwr is given by [6]

pwr ¼ 1� 1� pfðð2� pfÞpfÞ
ðn2þnÞ

2

� �K
; ð3Þ

where n is the maximum number of trials that the RLP
carries out before aborting the attempt to transmit a frame
over the link layer. Typically, n ¼ 3 for RLP. The end-to-end
packet loss probability pr between the MH and the HA (or
the CH) with RLP is obtained from (1) by using pw ¼ pwr
and p ¼ pr,

pr ¼ 1� 1� pfðð2� pfÞpfÞ
ðn2þnÞ

2

� �K
ð1� pcÞ; ð4Þ

where pf is the link layer FER and K is the number of link
layer frames per packet.

3.2 End-to-End Packet Transportation Delay

The end-to-end packet transportation delay between the
MH and the HA (or the CH) is the sum of packet
transportation delay over the wireless link from the MH
to the BS and the packet transportation delay in the wired
link between the BS and the HA (or the CH). When no RLP
is used, there is no frame retransmission in the link layer.
Therefore, the end-to-end packet transportation delay, Tnr,
between the MH and the HA (or the CH) is given by

Tnr ¼ Dþ tw; ð5Þ

where D is the link-layer access delay and tw is the delay in
the wired link between the BS and the HA (or the CH).

The one-way frame transportation delay Tf between the
MH and the BS with RLP is given by [6]

Tf ¼ Dð1� pfÞ þ
Xn
i¼1

Xi
j¼1

P ðCi;jÞð2iDþ 2ðj� 1Þ�Þ; ð6Þ

where pf is the link layer FER and � is the link layer
interframe interval, which is typically around 20 ms. P ðCi;jÞ
is the probability that the first frame transmitted by the MH
is received correctly by the BS, being the ith retransmitted
frame at the jth retransmission trial. The expression for
P ðCi;jÞ is given by [6]

P ðCi;jÞ ¼ pfð1� pfÞ2ðð2� pfÞpfÞ
i2�i

2 þj�1
� �

for i ¼ 1; 2; . . . ; n and j ¼ 1; 2; ::; i:
ð7Þ

Therefore, when RLP is used, the end-to-end packet
transportation delay, Tr, between the MH and the HA (or
the CH) is then

Tr ¼ Tf þ ðK � 1Þ� þ tw; ð8Þ

where K is the number of link layer frames per packet as
defined in Section 3.1.
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3.3 Average Signaling Packet Transportation Delay
Using UDP

When UDP, which does not support reliable packet
transport, is used to transport signaling packets, the sender
starts a retransmission timer. If the sender does not receive
a reply for its transmitted packet, it retransmits the packet
when the retransmission timer expires. (It may be noted
that this retransmission of the signaling packet is different
from TCP’s retransmission, where the retransmissions are
handled by the transport layer.) Thus, the average one-way
signaling packet transportation delay, Dp, between the MH
and the HA (or the CH) is

Dp ¼
X1
i

piTi; ð9Þ

where Ti is the packet transportation delay when the packet
is successfully transferred between the MH and the HA (or
the CH) in the ith retransmission trial and pi is the
probability that a packet is successfully transferred between
the MH and the HA (or the CH) in the ith retransmission
trial. pi is computed by

pi ¼ qi�1ð1� qÞ; ð10Þ

where q is the end-to-end packet loss probability between
the MH and the HA (or the CH). q ¼ pnr when no RLP is
used and q ¼ pr when RLP is used. The expressions for pnr
and pr are derived in (2) and (4), respectively. The
formulation for Ti is as follows:

Ti ¼
�þ ��þ �2�þ . . .þ �i�2�þB i � m
�þ ��þ �2�þ . . .þ �m�2�
þði�mÞ�m�2�þB i > m;

8<
: ð11Þ

where the special cases are T1 ¼ B and T2 ¼ �þB; m is an
integer such that, after the mth retransmission timeout, the
retransmission timer is frozen. B ¼ Tnr when no RLP is
used and B ¼ Tr when RLP is used. The expressions for Tnr
and Tr are derived in (5) and (8), respectively. � is the initial
value of the retransmission timer, which is large enough to
account for the size of the messages, twice the round trip
time between the MH and the HA (or the CH), and at least
an additional 100 ms to allow for processing the messages at
the MH and the HA (or the CH). � is the factor by which the
retransmission timeout duration is incremented after each
failed retransmission. Typically, � ¼ 2.

Now, using the formulations for pis and Tis from (10)
and (11), respectively, we simplify (9) to obtain

Dp ¼
X1
i

piTi ¼ p1T1 þ
Xm
i¼2

piTi þ
X1
i¼mþ1

piTi

¼ ð1� qÞBþ
Xm
i¼2

qi�1ð1� qÞ

½�þ ��þ �2�þ . . .þ �i�2�þB� þ
X1
i¼mþ1

qi�1ð1� qÞ

½�þ ��þ �2�þ . . .þ �m�2�þ ði�mÞ�m�2�þB�

¼ ð1� qÞ
n
BþA

Xm
i¼2

qi�1ð�i�1 � 1Þ þ
X1
i¼mþ1

qi�1

½Að�m�1 � 1Þ þ ði�mÞ�m�2�
o
;

ð12Þ
where A ¼ �

��1 .

3.4 TCP Retransmission Timeout Duration

TCP maintains a retransmission timer, whose duration is
equal to TCP’s retransmission timeout (RTO), for every
packet that it sends. If it does not receive the ACK for a
packet before the expiry of the packet’s retransmission
timer, TCP retransmits the packet. After retransmitting the
lost packet, TCP increases the RTO duration by a factor of �
and waits for the ACK. If the timer for the retransmitted
packet is also lost, then TCP again retransmits the packet
and increases the RTO duration by a factor of �. When the
number of retransmissions for a packet becomes higher
than a predefined number s, TCP does not increase its RTO.
TCP continues this behavior until the packet is received
correctly at the destination. If the lost packet is received by
at the destination after the Nth retransmission, then the
time difference between the first transmission of the packet
to its Nth retransmission is

Trto ¼
TO1 þ �TO1 þ . . . ::þ �NTO1 if N � s
TO1 þ �TO1 þ . . . ::þ �pTO1 if N > s

þðN � sÞ�sTO1

8><
>:

¼
TO1

�Nþ1�1
��1 if N � s

TO1
�sþ1�1
��1 þ ðN � sÞ�sTO1 if N > s;

( ð13Þ

where TO1 is the initial RTO.

3.5 Time for TCP Slow Start

In slow start, TCP starts from a initial congestion window
size and gradually increases its congestion window to the
steady state value, CWs. We assume that the initial
congestion window size is 1. TCP doubles its congestion
window after every round trip time (RTT). Assuming that
there is no packet loss before TCP reaches its steady state, if
the total number of round trips for TCP to reach its steady
state from slow start is i, then

CWs ¼ 1þ 2þ 22 þ 23 þ . . . ::þ 2i ¼ 2ðiþ1Þ � 1: ð14Þ

Therefore, i ¼ log2ð1þ CWsÞ � 1. The time required for
TCP to reach its steady state is

Ts ¼ ½log2ð1þ CWsÞ � 1�RTT: ð15Þ

4 HANDOFF PERFORMANCE OF Class B AND

Class C APPLICATIONS (MOBILE IP AND

TCP-MIGRATE)

As Class B and Class C applications use TCP, we consider a
TCP connection between a CH and MH to investigate their
handoff performance. The handoff performance of Class B
and Class C applications is synonymous with the handoff
performance of a TCP connection. We consider a scenario
where the MH while in the Old Network (ON) starts to
download a file using FTP from the CH and moves into the
New Network (NN) in the middle of this file transfer. We
assume that the size of the file is long enough for the TCP
connection to continue from the ON to the NN. We further
assume that CH’s FTP application creates packets con-
tinuously such that CH’s TCP sends full-sized segments
(packets) as fast as its congestion window allows. More-
over, we assume that the window size advertised by the
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receiver (the MH in this case) is always larger than the
congestion window size. Therefore, the sending window
size is always limited by the congestion window. We
assume that, while the MH is in the ON, the TCP connection
between the CH and the MH operates in a steady state.
During this steady state, TCP state parameters, e.g.,
congestion window size and round trip time (RTT), are
decided by the path between the CH and the MH. To
maintain the highest throughput performance in different
types of wireless networks characterized by different pf and
D and achieve fairness to the wired TCP sources sharing the
same bottleneck, we consider the adaptive congestion
control proposed in [1] that dynamically adjusts additive-
increase multiplicative-decrease (AIMD) parameters (�, �)
according to the current wireless link conditions. The
expression for � is given by [1]

� ¼ bpð1� �Þ
2ð1þ �Þ

�
T̂ ð2Rþ 3T0pð1þ 32p2Þð1þ �ÞÞ

�2

; ð16Þ

where p is the end-to-end packet loss probability and T̂ is

the throughout achieved by a wired TCP source experien-

cing pc, which is the packet loss probability due to

congestion in the wired network, and Rc, which is the

end-to-end RTT in the wired network. R is the end-to-end

RTT between the CH and the MH, T0 is the initial

retransmission timeout (RTO) for the TCP connection, and

b is the number of data packets acknowledged with a single

ACK. The numerical value of � can be set to be 0.75, 0.80,

and 0.85 for a WLAN, a 3G cellular network, and a satellite

network, respectively [1]. p is the end-to-end packet loss

probability between the MH and the CH. The steady state

congestion window size of TCP depends on the end-to-end

packet loss probability and is given by [26]

E½W � ¼ �þ bð1� �Þ
2bð1� �2Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�þ bð1� �Þ
2bð1� �2Þ

� �2

þ 2�ð1� pÞ
bpð1� �2Þ

s
:

ð17Þ

We use (16) to determine the additive-increase para-
meter of a TCP connection and (17) to calculate the steady
state congestion window size when the MH is in the ON
and the NN.

As TCP is a reliable protocol, there is no packet loss
during a handoff as lost packets are recovered through
retransmissions after the handoff is completed. Therefore,
the handoff performance of a TCP connection can be
represented by two parameters: 1) throughput degradation
time and 2) handoff latency. Next, we investigate the
performance of a TCP connection when Mobile IP [17] is
used as the mobility management protocol followed by
when TCP-Migrate is used.

4.1 Handoff Performance Analysis of a TCP
Connection When Mobile IP Is Used

Fig. 2 shows the Mobile IP [17] handoff process for a TCP
connection when the MH moves from the ON to the NN. As
shown in Fig. 2, the HA intercepts the packets for the MH.
Then, the HA tunnels the packets to the MH. The
parameters tch, tho, thn, thn, and tn shown in Fig. 2 are

defined in Section 3. In Fig. 2, time A is the time the MH

enters the NN and starts the layer 2 handoff (L2 handoff) to

the NN. As pointed out earlier, before time A, the TCP

connection operates in the steady state corresponding to the

ON. We denote the congestion window size of this steady

state as CW1. We assume that all packets received by the

MH before time A are properly ACKed and all these ACKs

are received by the CH. We denote the sequence number of

the packet received at time A as n. Therefore, the MH is

expecting the packet with sequence number nþ 1 next. As

shown in Fig. 2, the MH starts layer 2 handoff to the NN

and IP address acquisition from the NN at time A. These

procedures are completed at time B. Then, at time B, the

MH starts Mobile IP [17] registration with its HA. The new

care-of-address (CoA) of the MH gets successfully regis-

tered at the HA at time instant C. Thus, packets received by

the HA after time C are correctly forwarded to the MH in

the NN. The packets received by MH’s HA from the CH

between time G and C are lost as they are forwarded to

MH’s old CoA. The last ACK sent by the MH from the ON

is received by the CH at time E. Therefore, the CH transmits

all packets in its congestion window, i.e., CW1 number of

packets, after E and waits for ACKs. One of the following

scenarios may occur:

. Case A: The new CoA of the MH is registered at the
HA after the HA receives the packet transmitted by
the CH at time F. In this case, all packets in the
congestion window (from E to F) are lost as the HA
tunnels these packets to MH’s old CoA. Therefore,
the CH does not receive the ACKs for these packets
and waits until the RTO of the packet transmitted at
time E to occur. Then, it reduces the congestion
window to one and retransmits the packet for which
RTO occurs at time RTO1. If the new CoA of the MH
is not registered at the HA by the time this
retransmitted packet reaches the HA, the HA sends
the packet to MH’s old CoA and the packet is lost
again. Then, CH’s TCP updates the value of RTO,
waits until the second RTO, and retransmits the
packet when the second RTO expires. If the
retransmitted packet after the Nth RTO reaches the
HA after MH’s new CoA is registered at the HA,
then the HA tunnels the packet to MH’s new CoA. In
this case, the retransmitted packet is successfully
received by the MH in the NN.

. Case B: The new CoA of the MH is registered at the
HA before the HA receives the packet transmitted by
the CH at time F. In this case, the packets that belong
to the congestion window (from E to F) and arrive
after the registration of MH’s new IP address at the
HA are tunneled to MH’s new CoA. TCP takes one
RTT to transmit all the segments in one congestion
window. Typically, the Mobile IP handoff latency is
larger than the RTT. Therefore, this case occurs very
rarely.

We determine the handoff latency and throughput degra-

dation time of a TCP connection for Case A as described

below.
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4.1.1 Handoff Latency

To calculate handoff latency (the time interval between the
receipt of the packet with sequence number n by the MH in
the ON and the receipt of the packet with sequence number
nþ 1 by the MH in the NN), we first determine the time
during which the packets transmitted by the CH are lost.
This time is given by

T ¼ C �A ¼ �L2 þ �a þ �m; ð18Þ

where �L2 is the time required for MH’s Layer 2 handoff to
the NN, �a is the time required for new IP address
acquisition by the MH in the NN, and �m is the time
required for Mobile IP [17] registration. If T is such that the
sending window of CH’s TCP is exhausted (which is
usually the case), then CH’s TCP goes through timeouts as
described earlier. If N number of timeouts occur before the
HA receives the new CoA of the MH, then the handoff
latency Th1 is given by

Th1 ¼ D�A ¼ D� C1 þ C1 �A: ð19Þ

C1 �A depends on the number of TCP timeouts N that
occur before the HA receives MH’s new CoA. From Fig. 2,
C1 �A ¼ C1 � E þE �A, where C1 � E is the time TCP
spent in N timeouts and E �A ¼ to. Therefore, using (13),
C1 �A is

C1 �A ¼
TO1

�Nþ1�1
��1 þ to if N � s

TO1
�sþ1�1
��1 þ ðN � sÞ�sTO1 þ to if N > s:

(
ð20Þ

Now, using (20), (19) can be expressed as

Th1 ¼
TO1

�Nþ1�1
��1 þ to þ tch þ thn if N � s

TO1
�sþ1�1
��1 þ ðN � sÞ�sTO1

þto þ tch þ thn if N > s;

8><
>: ð21Þ

where TO1 is the initial RTO for the TCP connection when

the MH is in the ON and is given by TO1 ¼ �RTTo, where �

is a constant weighting factor and RTTo is the RTT of the

TCP connection when the MH is in the ON. s and � are

defined in (13).
T in (18) is required to determine the number of

retransmission timeouts, N , that CH’s TCP undergoes

before the HA receives the new CoA of the MH. Once N

is determined, the handoff latency can be calculated using

(21). �L2 and �a in (18) are usually constant for a particular

wireless system such as a WLAN, 3G, satellite network, etc.

On the other hand, �m depends on the distance between the

MH and its HA and on the wireless link conditions.
We derive the expression for �m as follows: �m is equal to

the time required for MH’s Mobile IP Registration Request

[17] message to reach the HA and HA’s Mobile IP

Registration Reply [17] to reach the MH, i.e., �m ¼ 2Dmh,

where Dmh is the average one-way delay to transport

Mobile IP signaling packets between the MH and the HA.

Note that Mobile IP signaling messages are transported

using UDP [17]. Using steps similar to the derivation of (12),

Dmh is given by
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Dmh ¼ ð1� q1Þ
	
B1 þA1

Xm
i¼2

qi�1
1 ð�i�1 � 1Þ

þ
X1
i¼mþ1

qi�1
1 ½A1ð�m�1�1Þ þ ði�mÞ�m�2�1�



;

ð22Þ

where B1 is the end-to-end packet transportation delay
between the MH and the HA. B1 ¼ B1nr when no RLP is
used and B1 ¼ B1r when RLP is used. B1nr is computed
from (5) by using Tnr ¼ B1nr and tw ¼ twhn. B1r is computed
from (8) by using Tr ¼ B1r, K ¼ Km, and tw ¼ twhn. Km ¼
dLmLf e is the number of link layer frames per one Mobile IP
Registration Request/Reply message, where Lm is the length
of a Mobile IP Registration Request/Reply message and Lf is
the length of a link-layer frame. twhn is defined in Section 3.
q1 is the end-to-end packet loss probability between the MH
and the HA. q1 ¼ q1nr when no RLP is used and q1 ¼ q1r

when RLP is used. q1nr is computed from (2) by using pnr ¼
q1nr and K ¼ Km. q1r is computed from (4) by using pr ¼ q1r

and K ¼ Km. �1 is the initial value of the retransmission
timer for Mobile IP signaling messages. � and m are as
defined in (11).

4.1.2 Throughput Degradation Time

As discussed earlier, the HA receives the Nth retransmis-
sion packet after the successful registration of MH’s new
CoA. Therefore, the HA tunnels the Nth retransmitted
packet and subsequent packets transmitted by CH’s TCP to
MH’s new CoA. CH’s TCP resumes TCP slow start
operation at time C1 as shown in Fig. 2. Then, it increases
the congestion window to the steady state value of the NN
denoted by CW2. Using (15), the time required by TCP to
increase its congestion window size from 1 to CW2, �s, is
given by

�s ¼ ½log2ð1þ CW2Þ � 1�RTTn; ð23Þ

where RTTn is the RTT when the MH is in the NN. The time
for which the TCP connection experiences throughput
degradation Tt1 is equal to Tt ¼ ðC1 �AÞ þ �s. Using (20)
and (23), the expression for Tt1 is

Tt1 ¼
TO1

�Nþ1�1
��1 þ to if N � s

þ½log2ð1þ CW2Þ � 1�RTTn
TO1

�sþ1�1
��1 þ ðN � sÞ�sTO1

þto þ ½log2ð1þ CW2Þ � 1�RTTn if N > s:

8>><
>>: ð24Þ

4.2 Handoff Performance Analysis of a TCP
Connection When TCP-Migrate Is Used

We select TCP-Migrate [22] as the representative transport
layer mobility management protocol as it requires mini-
mum change in the network infrastructure, whereas other
solutions such as MSOCKS [14] require the introduction of
an additional network entity such as a proxy to split the
TCP connection [5]. Next, we briefly explain the operation
of TCP-Migrate [22] during a handoff.

The MH and the CH negotiate a token through the
Migrate option as described in [22] during the initial TCP
connection establishment. Thus, a TCP connection can be
uniquely identified at the MH and the CH by either

<MH’s address;MH’s port; CH’s address; CH’s port>

4-tuple or a new <CH’s address; CH’s port; token> triple
[22]. When the MH moves to the NN and receives a new IP
address, it sends a SYN segment containing its new IP
address and a Migrate Option to the CH. This SYN segment
includes the token computed during the initial connection
establishment in the Token field. The CH identifies the
connection corresponding to this token and changes the
address and port to match MH’s new IP address. Then, the
CH resets the congestion-related states of the connection to
the initial values and resumes the connection from the slow
start operation of TCP. Further details about the operation
of TCP-Migrate can be found in [22].

Fig. 3 shows the TCP-Migrate handoff process of a TCP
connection. At time A, the MH starts the handoff process to
the NN. We assume that all packets received by the MH
before time A are properly ACKed and all of them are
received by the CH. We denote the sequence number of the
packet received at time A as n. Therefore, the MH is
expecting the packet with sequence number nþ 1 next. As
shown in Fig. 3, the MH starts layer 2 handoff to the NN
and IP address acquisition from the NN at time A. These
procedures are completed at time B. Then, the MH starts the
TCP-Migrate handoff process that is completed at time C1.
Then, the CH resumes the TCP connection from slow start
at time C1 as shown in Fig. 3. The slow start ends at time D,
i.e., the TCP connection reaches the steady state correspond-
ing to the NN. We determine the handoff latency and
throughput degradation time of the TCP connection as
described below.

4.2.1 Handoff Latency

From Fig. 3, the TCP-Migrate handoff latency, Th2, is
given by

Th2 ¼ C �A ¼ �L2 þ �a þ E½L� þ tn; ð25Þ

where �L2 and �a are defined in (18). tn is defined in
Section 3. E½L� is the average delay for the transportation of
TCP-Migrate signaling messages. Next, we derive the
expression for E½L�.

First, the MH sends a SYN packet with TCP-Migrate
options containing the MH’s new IP address to the CH
i � 0 times unsuccessfully until the ðiþ 1Þth SYN arrives
successfully at the CH. Then, the CH repeatedly retrans-
mits its SYN/ACK until it receives an ACK from the MH.
Let CH send SYN/ACK j � 0 times unsuccessfully and the
ðjþ 1Þth SYN/ACK successfully arrive at the MH. Then,
the MH retransmits the ACK to the CH that gets
successfully transmitted in the ðkþ 1Þth trial ðk � 0Þ.
Therefore, the probability Phði; j; kÞ that the TCP-Migrate
handoff is completed after the exchange of i unsuccessful
SYNs, followed by one successful SYN, followed by exactly
j SYN/ACK failures, followed by one successful SYN/
ACK, followed by k unsuccessful ACKs, followed by one
successful ACK, is given by

Phði; j; kÞ ¼ pi1ð1� p1Þpj2ð1� p2Þpk2ð1� p2Þ
for i; j; k ¼ 0; 1; 2; . . . ; Nm � 1;

ð26Þ

where Nm is such that TCP abort connection establishment
attempts after Nm number of retransmissions. p1 is the end-
to-end packet loss probability between the MH and the CH
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for a SYN packet and p2 is the end-to-end packet loss

probability between the MH and the CH for a SYN/ACK or

ACK packet. p1 ¼ p1nr when no RLP is used and p1 ¼ p1r

when RLP is used. p1nr is computed from (2) by using pnr ¼
p1nr and K ¼ K1. p1r is computed from (4) by using pr ¼ p1r

andK ¼ K1.K1 ¼ dL1

Lf
e is the number of link layer frames per

one SYC packet. L1 is the length of the SYC packet and Lf is

the length of a link-layer frame. Similarly, p2 ¼ p2nr when no

RLP is used and p2 ¼ p2r when RLP is used. p2nr is computed

from (2) by using pnr ¼ p2nr and K ¼ K2. p2r is computed

from (4) by using pr ¼ p2r and K ¼ K2. K2 ¼ dL2

Lf
e is the

number of link layer frames per one SYN/ACK or ACK

packet. L2 is the length of the SYN/ACK or ACK packet. The

handoff latency for the above scenario is given by

Lhði; j; kÞ ¼ 1:5RTTn þ
Xi�1

m¼0

2mRTOþ
Xj�1

m¼0

2mRTO

þ
Xk�1

m¼0

2mRTO

¼ 1:5RTTn þ ð2i þ 2j þ 2k � 3ÞRTO
for i; j; k ¼ 0; 1; 2; . . . ; Nm � 1;

ð27Þ

where RTO is the initial retransmission time out for the

TCP connection, RTO ¼ �RTTo, and RTTo is the RTT in the

ON. Therefore, the average TCP-Migrate handoff latency is

E½L� ¼
XNm�1

i¼0

XNm�1

j¼0

XNm�1

k¼0

Phði; j; kÞLhði; j; kÞ: ð28Þ

4.2.2 Throughput Degradation Time

As shown in Fig. 3, TCP resumes slow start operation at
time C1 and reaches its steady state operation in the NN at
time D. Therefore, the TCP connection experiences through-
put degradation from time A to D. Using (15) and (25), the
expression for handoff degradation time, Tt2, is given by

Tt2 ¼ D�A ¼ ðD� C1Þ þ ðC �AÞ � ðC � C1Þ
¼ �L2 þ �a þ E½L� þ ½log2ð1þ CW2Þ � 1�RTTn;

ð29Þ

where �L2 and �a are defined in (18). tn is defined in
Section 3. RTTn is the RTT when the MH is in the NN. E½L�
is given by (28).

4.3 Handoff Performance Comparison of Mobile IP
and TCP-Migrate for a TCP Connection

To compare the performance of Mobile IP (MIP) and TCP-
Migrate-based handoff for a TCP connection, we assume
the following values for different parameters: �L2 ¼ 10 ms
and �a ¼ 20 ms. �L2 and �a are defined in (18). The link
layer access delay D ¼ 10; 50; 150 ms for WLAN, 3G
cellular, and satellite networks, respectively [1]. The length
of link layer frame Lf ¼ 19 bytes, link layer interframe
interval � ¼ 20 ms, and packet loss probability in the
wired network pc ¼ 1e� 5. tch ¼ 50 ms, twco ¼ 100 ms, and
twcn ¼ 100 ms. We consider twho ¼ twhn and use different
values for them in our simulations. tch, twco, twcn, twho, and
twhn are defined in Section 3.

Fig. 4a shows the handoff latency comparison of Mobile
IP and TCP-Migrate for a TCP connection when no RLP is
used in the link layer. Similarly, Fig. 4b shows the handoff
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latency comparison for Mobile IP and TCP-Migrate when

RLP is used. The results show that, for both no RLP and

RLP scenarios, the handoff latency of Mobile IP is always

greater than that of TCP-Migrate. The reason is twofold.

First, the Mobile IP signaling messages are transferred

between the MH and its HA, whereas TCP-Migrate

signaling messages are transferred between the MH and

the CH. Typically, the distance between the MH and its HA

is higher than the distance between the MH and the CH.

Second, Mobile IP handoff is not transparent to TCP.

Therefore, even after MH’s new CoA is registered at the

HA, the TCP waits until the retransmission timer to timeout

before sending a new packet. On the other hand, when

TCP-Migrate is used, CH’s TCP resumes the TCP connec-

tion as soon as it receives the new IP address. The results

also show that the handoff latency for Mobile IP and TCP-

Migrate increases as the wireless link FER increases. This

can be explained as follows: When no RLP is used in the

link layer, a higher value of FER increases the probability of

erroneous packet transfer across the link layer. Therefore,

the handoff signaling messages have to be retransmitted

several times before the successful completion of a handoff.

Similarly, when RLP is used in the link layer, a higher value

of FER requires a higher number of link layer retransmis-

sions for the successful transfer of handoff messages across

the link layer. This increases the link layer packet transfer

delay and results in higher handoff signaling delay. During

a handoff, the MH is around the boundary of a cell coverage

and suffers from higher link layer FER. When no RLP is

used, higher FER results in very high Mobile IP handoff

latency. For an FER of around 0.2, the Mobile IP handoff

latency is around five times higher than the handoff latency

of TCP-Migrate. Moreover, as shown in Fig. 4a and Fig. 4b,

Mobile IP handoff depends on the delay between the MH

and its HA ðtwhnÞ as the signaling messages are exchanged

between them. On the other hand, as expected, the handoff

latency of TCP-Migrate depends only on the distance
between the MH and the CH.

The throughput of a TCP connection during a handoff is
shown in Fig. 5a and Fig. 5b for no RLP and RLP scenarios,
respectively. To investigate the throughput performance of
Mobile IP and TCP-Migrate, we use pf ¼ 0:2 and

twho ¼ twhn ¼ 200 ms. Fig. 5a and Fig. 5b show the through-
put of a TCP connection when the MH previously in a
WLAN moves to a WLAN or 3G cellular, or satellite

network. We refer to the handoff from a WLAN to another
WLAN network as WW handoff. Similarly, WLAN to 3G
cellular and WLAN to satellite network handoffs are
referred as WG handoff and WS handoff, respectively. In

Fig. 5a and Fig. 5b, the MH moves into the NN at time
10.5 seconds. Therefore, before this time, the TCP connec-
tion operates in a steady state corresponding to the ON,
which is a WLAN in this case. Then, after MH’s movement

to the NN (a WLAN, 3G network, or satellite network) until
the handoff process is completed the packets destined for
the MH are lost resulting in zero throughput. After the

successful registration of MH’s new CoA at the HA, the
MH starts to receive packets in the NN. As TCP starts from
slow start after the handoff, it takes a finite amount of time
for TCP to reach its steady state in the NN. Fig. 5a and

Fig. 5b show that this time is minimum in the case of
WLAN to WLAN (WW) handoff and maximum for WLAN
to satellite network (WS) handoff. This because the one-way
access delay of a WLAN network is the lowest and that of

the satellite network is the highest. The dotted lines and
solid lines represent the throughput of the TCP connection
for TCP-Migrate and Mobile IP, respectively. The results

also show that the throughput degradation of the TCP
connection lasts longer for Mobile IP than that of TCP-
Migrate. The higher handoff latency of Mobile-IP-based
handoff results in a longer throughput degradation time

compared to TCP-Migrate based handoff. Fig. 5a and
Fig. 5b show that, for the parameters considered in our
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analysis, the throughput degradation during a Mobile IP
handoff is around twice that of TCP-Migrate. The numer-
ical value of the handoff degradation depends on the
handoff latency that depends on the numerical value of
FER and the distance between the MH and CH and the MH
and its HA. However, Mobile IP always has higher handoff
latency and higher throughput degradation time compared
to TCP-Migrate.

To summarize, the handoff latency and throughput
degradation time of Mobile IP depend on the link layer FER
ðpfÞ, the delay between the MH and HA, and wireless access
technology. Similarly, the handoff latency and throughput
degradation time of TCP-Migrate-based handoff depend on
the link layer FER ðpfÞ, the delay between the MH and CH,
and wireless access technology. TCP-Migrate has lower
handoff latency and lower handoff degradation time for
Class B and Class C applications compared to Mobile IP.
Therefore, we advocate that TCP-Migrate is suitable for these
applications.

5 HANDOFF PERFORMANCE OF Class D AND

Class E APPLICATIONS (MOBILE IP AND SIP)

As Class D and Class E applications use UDP, we consider a
UDP connection between the MH and the CH to investigate
their handoff performance. The handoff performance of
Class D and Class E applications is synonymous with the
handoff performance of a UDP connection. We consider a
voice over IP (VoIP) application that uses RTP over UDP. It
may be noted that the same analysis is valid for other real
and non-real-time applications using UDP. Out of the
different handoff performance parameters discussed in
Section 1, since we are considering a UDP connection, we
do not consider the transport-layer transparency. Both Mobile
IP and SIP support secure handoff. Therefore, we also do
not consider security in our analysis. As a result, we involve
the following three metrics to investigate the performance
of Mobile IP and SIP for the VoIP application: handoff

latency, packet loss during handoff, and end-to-end delay. The
end-to-end delay corresponds to the transportation delay of
the VoIP data packets.

5.1 Handoff Performance of a UDP Connection
When Mobile IP Is Used

Fig. 6a shows the Mobile IP [17] handoff process of a UDP
connection when the MH moves from the ON to the NN.
In Fig. 6a, tch, thn, tn, and to are defined in Section 3. As
shown in Fig. 6a, the MH starts layer 2 handoff to the NN
and IP address acquisition from the NN at time A. These
procedures are completed at time B. Then, at time B, the
MH starts Mobile IP [17] registration with its HA. The new
CoA of the MH gets successfully registered at the HA at
time instant C. Thus, packets received by the HA after
time C are correctly forwarded to the MH in the NN. The
packets received by MH’s HA from the CH between
time G and C are lost as they are forwarded to MH’s old
CoA. We refer to handoff latency as the time elapsed after
the MH receives the last packet in the ON until the MH
receives the first packet in the NN. Next, we derive the
mathematical formulations for handoff latency, packet loss
during handoff, and end-to-end delay.

5.1.1 Handoff Latency

From Fig. 6a, the handoff latency of the UDP connection is
given by

Th3 ¼ D�A ¼ �L2 þ �a þ �m þ tch þ thn; ð30Þ

where �L2, �a, and �m are defined in (18). tch and thn are
defined in Section 3.

5.1.2 Packet Loss

From Fig. 6a, the packets that are intercepted by the HA
between time G and C are lost. Therefore, if the packet
transmission rate of the CH is R, the number of packets that
are lost during handoff is given by

Ph ¼ RðC �GÞ ¼ Rð�L2 þ �a þ �m þ thoÞ: ð31Þ
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Fig. 5. Throughout degradation duration comparison of a TCP connection for Mobile IP and TCP-Migrate: (a) no RLP and (b) RLP.



5.1.3 End-to-End Packet Transportation Delay

The end-to-end packet transportation delay of the VoIP data

packets in the path from the MH to the CH Dfm without

RLP Dfmnr and with RLP Dfmr are, respectively, given by

Dfmnr ¼ Dþ twcn ð32Þ

and

Dfmr ¼ Dþ ðKp � 1Þ� þ twcn: ð33Þ

D and twcn are defined in (5) and Section 3, respectively.

Kp ¼ dLpLfe is the number of link layer frames per one VoIP

data packet, where Lp is the length of one VoIP data packet

and Lf is the length of a link-layer frame. Similarly, the end-

to-end packet transportation delay from CH to MH path

ðDrmÞ without RLP Drmnr and with RLP Drmr are,

respectively, given by

Drmnr ¼ Dþ tch þ twhn ð34Þ

and

Drmr ¼ Dþ ðKp � 1Þ� þ tch þ twhn ð35Þ

for no RLP and RLP scenarios, respectively. tch and twhn are

defined in Section 3.

5.2 Handoff Performance of a UDP Connection
When SIP Is Used

In the case of SIP-based mobility management, when the

MH moves from the ON to the NN, it sends a new INVITE

[20] message to the CH using the same call identifier as in

the original call setup as shown in Fig. 6b. The MH puts its

new IP address in the contact field of SIP INVITE message

[25]. This new IP address informs the CH about MH’s

change of network. Therefore, after receiving MH’s new IP

address, CH sends the VoIP data packets to MH’s new

address. Fig. 6b shows the SIP [20] handoff process when

the MH moves from the ON to the NN. At time A, the MH

starts the handoff process to the NN. As shown in Fig. 6b,

the MH starts layer 2 handoff to the NN and IP address

acquisition from the NN at time A. These procedures are

completed at time B. Then, at time B, the MH sends the

INVITE message to the CH that is received by the CH at

time C1. Thus, packets sent by the CH between time A� to
and C1 are lost as they were sent to the old IP address of the

MH. Next, we derive the mathematical formulations for

handoff latency, packet loss during handoff, and end-to-end delay.

5.2.1 Handoff Latency

From Fig. 6b, the handoff latency when SIP is used is

given by

Th4 ¼ D1 �A ¼ �L2 þ �a þ 2Dmc;

where �L2 and �a are defined in (18). Dmc is the average one-

way delay to transport SIP signaling packets between the

MH and the CH. SIP signaling messages can be transferred

using either UDP or TCP [20]. For our analysis, we consider

that SIP signaling messages are transferred over UDP.

Using steps similar to the derivation of (22), Dmc is given by
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Fig. 6. Handoff of a UDP connection using (a) Mobile IP and (b) SIP.



Dmc ¼ ð1� q2Þ
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;

ð36Þ

where B2 is the end-to-end packet transportation delay

between the MH and the CH.B2 ¼ B2nr when no RLP is used

andB2 ¼ B2r when RLP is used.B2nr is computed from (5) by

using Tnr ¼ B2nr and tw ¼ twcn. twcn is the one-way delay in

the wired network between the new BS (NBS) and the CH.

B2r is computed from (8) by using Tr ¼ B2r, K ¼ Ks, and

tw ¼ twcn. Ks ¼ dLsLfe is the number of wireless link layer

frames per one SIP INVITE message, whereLs is the length of

a SIP INVITE message and Lf is the length of a link-layer

frame. q2 is the end-to-end packet loss probability between

the MH and the CH. q2 ¼ q2nr when no RLP is used and q2 ¼
q2r when RLP is used. q2nr is computed from (2) by using

pnr ¼ q2nr and K ¼ Ks. q2r is computed from (4) by using

pr ¼ q2r andK ¼ Ks. �2 is the initial value of the retransmis-

sion timer for SIP signaling messages. � andm are as defined

in (11).

5.2.2 Packet Loss

From Fig. 6b, the packets that are transmitted by the CH
between time A� to and C1 are lost. Therefore, if the packet
transmission rate of the CH is R, the number of packets that
are lost during handoff is given by

Ph1 ¼ RðC1 �Aþ toÞ ¼ Rð�L2 þ �a þDmc þ toÞ:

5.2.3 End-to-End Packet Transportation Delay

The end-to-end packet transportation delay of the VoIP data
packets in the path from MH to the CH and reverse path are
same for both no RLP and RLP scenarios and are given by

Dfsnr ¼ Drsnr ¼ Dþ twcn ð37Þ

and

Dfsr ¼ Drsr ¼ Dþ ðKp � 1Þ� þ twcn; ð38Þ

where Dfsnr and Dfsr are the end-to-end packet transporta-
tion delay of the VoIP data packets in the path from MH to
the CH for no RLP and RLP scenarios, respectively.
Similarly, Drsnr and Drsr are the end-to-end packet
transportation delay of the VoIP data packets in the reverse
path for no RLP and RLP scenarios, respectively. Therefore,
when SIP is used, the packet transportation delay is
symmetric in both directions. This is because there is no
packet redirection when SIP is used.

5.3 Handoff Performance Comparison of Mobile IP
and SIP for a UDP Connection

To compare the handoff performance of Mobile IP (MIP)
and SIP-based mobility management, we assume the
following parameters: the lengths of the SIP INVITE
message ðLsÞ and the Mobile IP Registration Request/Reply
message ðLmÞ are 140 bytes and 56 bytes [5], respectively.
We consider the numerical values specified in Section 4.3
for other parameters. We consider that the length of one
VoIP data packet is 87 bytes [21], which includes 20 bytes
of IP header, 14 bytes of IP options, 8 bytes of UDP header,
and 45 bytes of RTP message (33 bytes of voice data and
12 bytes of RTP header). The 33 bytes of voice data are
generated by a GSM codec in every 20 ms. When Mobile IP
is used, packets are tunneled from the HA to the MH. This
adds another 20 bytes of IP header making the total IP
packet of length 107 bytes.

Fig. 7a shows the handoff latency comparison of Mobile
IP and SIP for different values of FER ðpfÞ when no RLP is
used in the link layer. It shows that, for smaller values of pf ,
the handoff latency of SIP is lower than that of the Mobile
IP. On the other hand, for a larger value of pf , the handoff
latency of SIP is higher than that of Mobile IP. This can be
explained as follows: There are two factors that decide the
numerical value of handoff delay. One of them is the delay
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Fig. 7. Handoff latency comparison of Mobile IP and SIP: (a) no RLP and (b) RLP.



to transfer a handoff signaling message across the link layer
and the other is the delay to transfer the handoff signaling
message in the wired network. The delay across the
wireless link depends on the number of link layer frames
and the numerical value of link layer FER. The larger the
size of a packet the higher is, the probability that it gets
erroneous during its transfer over the link layer. Therefore,
the number of retransmissions required for the successful
transfer of the signaling message increases. This increases
the average signaling delay. As the size of a SIP handoff
signaling message is larger than that of the Mobile IP
handoff signaling message (the lengths of the SIP INVITE
message ðLsÞ and the Mobile IP Registration Request/Reply
message ðLmÞ are 140 bytes and 56 bytes [5], respectively),
the SIP messages require a higher number of retransmis-
sions. This results in higher handoff latency for SIP
compared to Mobile IP. Moreover, the difference in the
handoff latency between SIP and Mobile IP becomes larger
as the link layer FER increases. The other part of the handoff
latency that is incurred because of the handoff signaling
transportation delay over the wired network depends on
the distance between the entities involved in the handoff
process. In the case of SIP, the handoff signaling messages
are exchanged between the MH and the CH, whereas, in the
case of Mobile IP, the handoff signaling messages are
exchanged between the MH and the HA. In most cases, the
distance between the MH and the HA is larger than the
distance between the MH and the CH. Therefore, the wired
part of the handoff latency is larger for Mobile IP than SIP.
When the wireless link FER is low or its effect is reduced
through the use of link layer RLP, the delay in the wired
network influences the overall handoff latency. Therefore,
for such scenarios, Mobile IP has higher handoff latency. On
the other hand, for a higher value of wireless link FER, the
delay over the wireless link plays a major role in making the
handoff latency of SIP larger than that of Mobile IP. The
results shown in Fig. 7a and Fig. 7b verify this. Fig. 7a
shows that the handoff latency for SIP is lower than that of

Mobile IP for lower values of FER and higher for higher
values of FER. On the other hand, when the effect of link
layer FER is reduced through the use of link layer RLP, SIP
sometimes has lower handoff latency compared to Mobile
IP as shown in Fig. 7b.

The number of packets lost during a handoff is
proportional to the handoff latency. Therefore, the number
of lost packets for SIP and Mobile IP have a similar nature to
the handoff delay. These results are shown in Fig. 9a and
Fig. 9b. When no RLP is used, SIP suffers from higher
packet loss during handoff for higher values of FER. This is
because, as an SIP INVITE message is larger than the Mobile
Registration Request/Reply message, the probability that an
SIP INVITE message is lost over the link-layer is higher.
This increases the average handoff delay resulting in higher
packet loss. However, when RLP is used as this link layer
loss is compensated by link layer retransmissions, the
longer length of the SIP INVITE message does not come into
the picture. Since most of the current wireless systems
implement RLP and the distance between the MH and the
HA is usually higher, Mobile IP is expected to suffer from
higher packet losses.

Fig. 8a and Fig. 8b show the end-to-end packet
transportation delay comparison of Mobile IP and SIP for
different values of FER ðpfÞ. The results show that Mobile IP
has a higher end-to-end packet transportation delay for all
values of FER. This is because the packets follow triangular
routes instead of straight routes between the MH and the
CH when Mobile IP is used. On the other hand, packets
follow the direct path between the MH and the CH when
SIP is used. This is one of the major disadvantages of using
Mobile-IP-based mobility management for real-time appli-
cations. The results show that the end-to-end packet
transportation delay of Mobile IP can be 80 percent higher
than that of SIP (the actual value depends on the particular
network conditions). This would go higher depending on
the distance between the MH and the HA. Since real-time
applications such as VoIP require minimum end-to-end
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Fig. 8. End-to-end packet transportation delay comparison of Mobile IP and SIP: (a) no RLP and (b) RLP.



delay, SIP-based mobility management is preferred over
Mobile IP. When RLP is not implemented in the link layer,
the packet transportation delay across the link layer
remains independent of the numerical value of link layer
FER. Therefore, the end-to-end packet transportation delay
ratio for Mobile IP and SIP remains the same for all values
of link layer FER. This is verified by the results shown in
Fig. 8a. On the other hand, when RLP is implemented at the
link layer, the number of retransmissions that are required
for the successful transfer of a VoIP data packet across the
link layer increases as the link layer FER increases. There-
fore, the effect of a triangular routing of Mobile IP on the
end-to-end packet transportation delay reduces. This re-
duces the ratio of end-to-end packet transportation delay as
the FER increases as shown in Fig. 8b.

6 SUMMARY AND CONCLUSIONS

To summarize, our analysis shows that the handoff
performance of a mobility management protocol depends
on the following factors:

. Type of application: Different applications use
different transport layer protocols. As the operating
principles of different transport layer protocols are
different, they react differently to the handoff.
Therefore, the performance of a particular mobility
management protocol is different for different types
of applications. For example, as discussed earlier,
the handoff latency of Mobile-IP-based handoff is
larger for applications using TCP than applications
using UDP. This is because, when packets are lost
during the handoff, TCP went through retransmis-
sion timeouts before retransmitting the lost packets.

. Link layer frame error probability: Our analysis
shows that the handoff latency, end-to-end packet
transportation delay, and packet loss during handoff
depend on the link layer frame error probability ðpfÞ,
both when no RLP is used and when RLP is used.

. Signaling delay: Handoff latency and packet loss
during handoff depend on the signaling delay
between the network entities that are involved in a
handoff, e.g., MH and HA in the case of Mobile IP
and MH and CH in the case of SIP and TCP-Migrate.

. Link layer access technologies: As observed in our
analysis, different types of link layer access technol-
ogies such as the use of RLP also influence the
numerical value of handoff parameters. Moreover,
the link layer access delay that is different for
different access technologies also influences the
handoff performance.

Based on our handoff performance investigation, we
advocate the use of TCP-Migrate for applications using
TCP, i.e., Class B and Class C applications. SIP is suitable for
real-time applications using UDP. However, SIP is standar-
dized only for real-time applications; therefore, Mobile IP
can be used for non-real-time applications that use UDP. In
summary, different mobility management protocols operat-
ing from different layers of the classical protocol stack are
suitable for different classes of applications. The use of
application-adaptive mobility itself is not enough to
support seamless mobility management. This is revealed
in our analysis where we observe that the handoff
performance depends heavily on link layer FER, the delay
between different network entities that are involved in the
handoff, and the wireless access technology. Therefore, we
advocate information sharing between different layers to
enhance the performance of mobility management. This
cross-layering approach will eliminate the negative effects
of different parameters such as link layer frame error rate
and signaling delay on the handoff performance of mobility
management protocols.
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