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ABSTRACT

Wireless Sensor and Actor Networks (WSANSs) are composed o
a large number of heterogeneous nodes calttsorsandactors
The collaborative operation of sensors enableslisigibuted sens-
ing of a physical phenomenon, while the role of actors is to cblle
and process sensor data and perform appropriate actions.

In this paper, a coordination framework for WSANs is addeess
A new sensor-actor coordination model is proposed, baseghon
event-driven clusteringaradigm in which cluster formation is trig-
gered by an event so that clusters are created on-the-flytio op
mally react to the event itself and provide the requirecatslity
with minimum energy expenditure. The optimal solution itede
mined by mathematical programming and a distributed smius
also proposed. In addition, a new model for actor-actor dioar
tion is introduced for a class of coordination problems iriclitthe
area to be acted upon is optimally split among differentractdn
auction-based distributed solution of the problem is ales@nted.

Performance evaluation shows how global network objestive
such as compliance with real-time constraints and minimam e
ergy consumption, can be reached in the proposed framewititk w
simple interactions between sensors and actors that dedlsfor
large-scale networks of energy-constrained devices.

Categories and Subject Descriptors:
C.2.2 [Computer-Communication Networks]: Network Praise
routing protocols

General Terms: Algorithms, Design, Reliability, Performance.

Keywords: Wireless Sensor and Actor Networks, Real-Time Com-
munications, Energy Efficiency.

1. INTRODUCTION

Wireless Sensor and Actor Networks (WSANSs) [1] are com-
posed of a large number of heterogeneous nodes catesbrand
actors Sensors are low-cost, low-power, multi-functional desic
that communicate untethered in short distances. The robeof
tors is to collect and process sensor data and perform apat@p
actions. Hence, actors are resource-rich nodes equippadet-
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ter processing capabilities, higher transmission povard,longer

f battery life.

In WSANSs, a large number of sensor nodes, i.e., on the order of
hundreds or thousands, are randomly deployed in a targattare
perform a collaborative sensing task. Such a dense dephtyisie
usually not necessary for actor nodes, since actors aréssicpted
devices with higher capabilities that can act on large areas

The collaborative operation of the sensor nodes enabledishe
tributed sensin@f a physical phenomenon. After sensors detect an
event occurring in the environment, the event data is Oistikiely
processed and transmitted to the actors, which gathergspand
eventually reconstruct the event data. We refer to the poé
establishing data paths between sensors and acteenasr-actor
coordination Once an event has been detected, the actors coordi-
nate with each other to make a decision on the most apprepriat
way to perform the action. We refer to this processet®r-actor
coordination As a result, the operation of a WSAN can be thought
of to be an event-sensing, decision, and acting loop.

WSANS can be an integral part of systems such as battlefield
surveillance, nuclear, biological or chemical attack déde, home
automation and environmental monitoring [1]. For examjpldire
detection applications, sensors can relay the exact aaigirinten-
sity of the fire to water sprinkler actors so that the fire cailgée
extinguished before it spreads. Similarly, motion andtliggnsors
in a building can detect the presence of intruders, and cordma
cameras or other instrumentations to track them. Furthexnsen-
sors for structural health monitoring in airplanes or sphiges can
drive instruments to timely take countermeasures agaiitstat
mechanical stress or structural faults. As a last exampleaith-
quake scenarios sensors can help locate survivors and muides
performing rescue operations.

In a way, WSANSs can be considered a distributed control ayste
that needs to timely react to sensor information with anctife
action. For this reasomeal-time coordination and communication
in WSANSs is an important concern so as to guarantee timely exe
cution of the right actions. Some recent papers [2][3][4leheon-
sidered the issue of real-time communication in sensor oy
However, as discussed in [5], there are still many open rekea
challenges in order to enable real-time communication aoddi-
nation in sensor networks, especially due to resource ntt
and scalability issues. Besides, none of these works deéths w
sensor-actor coordination. Tlemergy efficiencyf network com-
munications is also crucial, since sensors are resountstrained
nodes with limited battery lifetime and communication daipites
[6]. Furthermore, sensor network protocols and algoritshmsuld
bescalableandlocalized as the number of nodes can be arbitrarily
high.

It has been recently shown in the literature that a fundamen-



tal trade-off exists between energy and latency for dativetsl
in sensor networks [7]. For this reason, in WSANS it is regglir
to deliver event data in an energy-efficient way while retipgc
real-time delay constraints. As far as scalability is coned, it
has been pointed out [8][9] that the routing protocols thandt
use geographical location information do not scale wellargé
networks. Conversely, the recent availability of smalkexpen-
sive, and low-power GPS (Global Positioning System) ressiv
together with techniques to deduce relative sensor coatelrfrom
signal strengths [10], paved the way ®eographical Routin¢also
Position Based Routingalgorithms [11], which are becoming the
most promising scalable solutions for critically energystrained
sensor networks. Therefore, in this paper we studgémsor-actor
coordinationbased on a geographical routing paradigm.

In order to guarantee scalability and energy efficiencyessv
solutions based on dividing the sensor network into differus-
ters have been proposed [12][13][14][15]. Most of the émgpt
clustering algorithms can be classifiedtapology dependent.e.,
clusters are predetermined, depend on the topology of theose
network, and may be adaptively reconfigured to deal with thobi
ity or failure of the sensor nodes. Usually, in topology-elegent
clustering one of the sensors is elected aduater-headn each
cluster. When an event occurs, each sensor is already atbci
with a cluster-head.

In this paper, we propose to base the sensor-actor codmtinat
on a newevent-driven clusteringaradigm, where cluster forma-
tion is triggered by an event so that clusters are createithe-flyto
optimally react to the event. In our approach, sensors tietean
event coordinate with each other so as to optimally assoeiath
sensor with an actor. This way, only the event area is cledtend
each cluster consists of those sensor nodes that sendadteetodhe
same actor. Hence, the event information is collected abftie
mal actor nodes while existing energy resources are bdilized,
since clusters are formed only when necessary, based onéhe e
features and on the position of the actors. The resultingteature
is shown in Fig. 1. The event-driven clustering approach alsn-
inates the communication overhead to maintain clustersréehe
event occurs, which is desirable especially in applicasicenarios
where events are rare.

In addition, we introduce a model for actor-actor coordimat
We define an optimization model for a class of coordinatiasbpr
lems in which the area to be acted upon is optimally split agnon
different actors depending on the actor capabilities.

The overall contribution of this paper is a comprehensiaent-
work for coordination problems in WSANSs, and can be outliasd

Sensor-actor coordination:
- We define the event-driven clustering problem and detegrttie
optimal solution byinteger Linear Programming (ILP[L6].
- We propose a multi-state distributed algorithm that agsean
energy-efficient solution for sensor-actor coordinatind encludes
an adaptive mechanism that trades-off energy consumptiotef
lay when event data must be delivered to the actors withia pre
determined latency bounds.
Actor-actor coordination:
- We define an optimization problem to divide the action work-
load among different actors, depending on the charadteyist the
event, and formulate it as Mixed Integer Non-Linear Program
(MINLP) [17].
- We propose a distributed algorithm for the actor-actordioa-
tion problem, based on localized auctions among the actors.

To the best of our knowledge, this is the first paper to compre-
hensively deal with integrated networks of sensors and'sicamd
to propose a unified framework for communication and coardin
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Figure 1: Event-driven clustering with multiple actors.

tion problems in WSANSs. Since WSANSs can enable a broad range
of applications with different requirements, we focus oargrios
with immobile actors that can act on a limited area definechyrt
action range. The ultimate objective of this work is to destoate
how global network objectives, such as compliance with-tiead
constraints and minimum energy consumption, can be reached
the proposed framework with simple interactions betwe&ses
and actors, suitable for large-scale networks of energyicained
devices.

The remainder of this paper is organized as follows. In $asti
2 and 3 we discuss the sensor-actor coordination problemparn
ticular, in Section 2 we state the sensor-actor coordingiroblem
and propose an integer linear programming formulation |enini
Section 3 we describe a distributed protocol for online tsofuof
the problem. In Sections 4 and 5 we discuss the actor-actodico
nation problem. In particular, in Section 4 we state the raatbor
coordination problem, while in Section 5 we introduce ardisted
solution based on a real-time localized auction mechanibre-
tailed comparative performance evaluation and simulatésults
are presented in Section 6. Finally, in Section 7 we draw thimm
conclusions.

2. SENSOR-ACTOR COORDINATION:
PROBLEM FORMULATION

Since, as discussed in the previous section, sensor-agtona-
nications may have real-time requirements, we introducewveln
notion of reliability that accounts for the percentage daktae-
ceived packets that are received within a pre-defined Igteoand
(which we refer to aseliable packets Unlike other notions of
reliability, the definition introduced here is related te tteal-time
delivery of data packets from sources to actors.

DEFINITION 1. Thelatency boundB is the maximum allowed
time between the instant when the physical features of #me ave
sampled by the sensors and the instant when the actor recaive
data packet describing these event features. A data patkieddes
not meet the latency bouriglwhen it is received by an actor is said
to beexpiredand thusunreliable Similarly, a data packet received
within the latency bound is said to ln@expiredand thusreliable

DEFINITION 2. Theevent reliabilityr is the ratio of reliable
data packets over all the packets received in a decisiomiaté.
Theevent reliability threshold;, is the minimunevent reliability

!Whenever a packet is dropped by an intermediate sensoer eith
because it violates the latency bound constraint or beaafuset-



required by the application. THack of reliability is the difference
(r«n — 7) between the required event reliability threshelg and
the observed event reliability at a given time. A negative lack of
reliability indicates a reliability above the required #shold and
is also referred to as aaxcess of reliability

Note that the latency bounB and the event reliability threshold
r¢, are dependent on the application requirements.

The sensor-actor coordination problem consists of estaihlj
data paths from each sensor residing in the event area tcacthe a
tors by i) ensuring that the observed reliabilitys above the event
reliability thresholdr:, (i.e., > r4); i) minimizing the energy
consumption associated with data delivery paths.

We refer to our solution for the sensor-actor coordinatiosbp
lem asevent-driven clustering with multiple actoasd model it as
an Integer Linear Program (ILP). In Sections 2.1 and 2.2 we de
scribe the network and energy model, respectively. In 8e@i3
we provide the complete ILP formulation of the problem.

2.1 Network Model

The network of sensor and actor nodes is represented asla grap
G(SY, 8%), whereSY = {v1,v2,...,vn} is afinite set of nodes
(vertexes) in a finite-dimension terrain, with = |SY|, andS¢ is
the set of links (edges) among nodes, ieg;, € S¢ iff nodesv;
andv; (also: andj for simplicity in the following) are within each
other’s transmission range. L&t* represent the set of actors, with
Na = |S*A|. We refer to an actor that is collecting traffic from one
or more sources asallector. LetS® be the set of traffic sources,
with Ns = |S®|. This set represents the sensor nodes that detect
the event, i.e., the sensors that reside in the event anece Bie set
of sources is disjoint from the set of acto&? c S¥, 8% c 8V,
andS* N SS = 0.

2.2 Energy Model

An accurate model for energy consumption per bit at the physi
cal layer isE = E2™ + Bd® + ELES, whereEL ™ is adis-
tance independerierm that takes into account overheads of trans-
mitter electronics (PLLs, VCOs, bias currents, etc.) argitali
processing;E.[. is a distance independent term that takes into
account the overhead of receiver electronics, whil& accounts
for the radiated power necessary to transmit one bit oversa di
tanced between source and destination. As in [12], we assume
that B9 = E’¢° = E.... Thus, the overall expression sim-
plifiesto E = 2F.i.. + 8d“, wherec is the exponent of the path
loss @ < a < 5), Bis aconstantjoule/(bits-m®)], andEejec iS
the energy needed by the transceiver circuitry to transmgaeive
one bit[Joule/bits].

In our energy model we consider that, when a sensor node re-
ceives data from at least two other nodes, it aggregatestieé/ed
information bydata fusion[18], i.e., a single packet is created by
merging multiple incoming packets, thus reducing the amadin
data to be tranmsitted. To effectively support this functian algo-
rithm for data fusion should be implemented on each sensochw
is out of the scope of this paper. Moreover, we ignore thegssc
ing cost in our model, since the processing cost is much |tmaer
the communication cost. This is justified by experimentautes
on sensor network prototypes such as [19], where the ene&gy n
essary to transmit 1 kbit is shown to be equivalent to thegner
necessary to execute 300,000 processor instructions.

work or channel impairments, a short notification packeeis $o
the actor, so that the lost packet can be taken into accouhiein
computation of the reliability. Hence, in the definition ¢eved
packets” refers to the sum of data and notification packets

2.3 Integer Linear Program

The objective of the optimization problem is to fiddta aggre-
gation treeg(da-trees) from all the sensors that reside in the event
area (referred to as sources) to the appropriate actors.-theda
is composed by aggregating individuidws where a flow is de-
fined as a connection between a sensor and an actor. All leages
da-tree are sources (but not all sources are necessansleand
each actor is either the root of a da-tree or does not paateim
the communication. Da-trees are constructed in such a waty th
each source belongs to one tree only and each tree has only one
actor as its root. Therefore, each source is associatecawidtttor
to achieve an optimal strategy for event-driven clustering

In fact, event-driven clustering can be seen as a joint tldofo
problem: i) select the optimal subset of actors to which seread-
ings will be transmitted; ii) construct the minimum energytiees
towards those selected actors that meet the required eliftility
constraint. Each tree implicitly defines a cluster, whicleggisti-
tuted by all source nodes in the tree. Figure 1 gives an exaofpl
this configuration.

The optimal strategy for event-driven clustering is foratat as
an Integer Linear Program(ILP) [16]. The network topology is
assumed to bé-connectedi.e., at least one path exists between
each sensor and actor. Note that this is not a strict reqeinein
dense sensor networks. We introduce the following notattbat
are used in the problem formulation:
- e;5 Is a binary variable representing a link, that equals 1 itfe®
1 andj are within each other’s transmission range;
- cij is the cost of the link between nodeandy, i.e.,2Ecjc.+6d5;,
whered;; represents the distance between nodesd;
- x}; is a binary variable that equals 1 iff link, 5) is part of the
da-tree associated with actior
- fi"]'fs is a binary variable that equals 1 iff nodesends data to actor
k and link (¢, 7) is in the path from sourceto actork;
- 1 is a binary variable that equals 1 iff sensosends data to
actork;
- pi; is the propagation delay associated with I{tikj), defined as
d;; /v, wherev is the signal propagation speed;
- d is a parameter that accounts for the average supnazfessing
queuing andaccesdlelay at each sensor node;
- Bis the latency bound on each source-actor flow;
- r andr,, are the event reliability and the required event reliapilit
threshold, respectively;
- b** is a binary variable that equals 1 iff the connection between
sources and actork is not compliant with the latency bound, i.e.,
the end-to-end delay is higher than the latency boBnd
- @ is the number of non-compliant sources.

The problem can be cast as follows:

PS5 Event-Driven Clustering with Multiple Actors
Given : €ij, Cij, Dij, VU, d~, B, rn 1)
; . k k,s jk,s pk,s
Find : @iy, it 1%, 000 2
Minimize : CTOT = Y oresA Z(z},j)esf IEZ' i+ Q(3)
Subject to :
YU ) =1 vse st vke st (@)
jeSY
ST - ) =1 s eSS vk e St (5)
jesv
YU = p =0,

jesV



Vs eSS VkeSA VieSY sit.i#s,i#k; (6) The objective of the protocol is to build energy-efficienttdzes
between the sources that reside in the event area and the,anto

fhe <eyVse S Vhke S VieSY vieSY; (7) order to provide the required reliability;, with minimum energy
expenditure. The proposed protocol constructs da-tretrgeka
fhe <al Vs eSS Vke SAVie SV Vje ST,  (8) sources and actors that can be seen as an approximate rséutio
the event-driven clustering with multiple actors problelescribed
Z 155 — 1,Vs € 85 ) in Section 2.

As discussed in [21], in geographical routing algorithlosal-
ized routing decisionsi.e., based on localized topology informa-
ks ks vs e SSVE e SAVie SY.VieSY 10 tion, can lead to data paths whose energy efficiency is close t
fim s, vs €87 Vke ST vie ST vje ST (10) the global optimum. This means that in densely deployedosens
ks ~ ks s A networks topology information related to network regionattare
e:[B- Z fii" (i +d)] <677, Vs € §7,Vk € 875 (1) “far” from where the routing decision is being taken are ngt e
(i,j)€s® sential. In fact, this information does not considerabliffuence
s the energy efficiency of the overall data path. For this reatee
Q= Z Z b, - IS° - Q > e (12) objective of the proposed protocol is to minimize the enargy-

keSA

‘W s |SS] sumption by relying on localized information and greedyrout-
keSA se§ . .. . . ;
L . . ing decisions. Conversely, complying with pre-determicietay
The objective function in (3) minimizes the overall energne  pounds requires some form of end-to-end feedback. Henee, th
sumption and imposes a penalty by multiplying the numeof proposed protocol favors local behavior for each individsen-

non-compliant sources by a penalty coefficignthose value must  sor node that results in a global network behavior that isptizmt
be high enough (e.g., orders of magnitude higher than theggne ity the application requirements, i.e., provide an evediabil-

consumption) to guarantee uniqueness of the solution. dllues ity ~ above the required threshold;, (defined in Section 2) and
minimizing the number of non-compliant soura@geq. 12) with minimize the energy consumption. This is achieved by reiyin

a single-objective problem. As previously discussed, a floa feedback information from the actors/collectors.

connection between a source qnd an actor. Flows gssocmted W In the description of the protocol, we assume that each senso
the same actor are aggregated in a da-tree. Constrain{§X4and node is aware of: i) its position, as the sensor node can bipperl

(6) express conservation of flows [16], i.e., each sourceigies with a GPS receiver or the position can be determined by means
a flow, which is collected by an actor. In particular, conisirg4) of localization techniques [10]; ii) the position of its gabors, as
guarantees that a source node generates a flow on the tree of thevery node periodically sends its position to its neighpiilsthe
selected actor, and only on that one; while non-source ntadest position of the actors, as each actor periodically beadsmposition
generate any flow. Constraint (5) requires that flows geeeray in the sensor field; iv) the network is synchronized by means o

each source be collected by one actor only. Constraint (6p&@s one of the existing synchronization protocols [22]. A stunfythe
that the balance between incoming and outgoing flows is pull f  jmnact of localization and synchronization errors is left future

non-source and non-actor nodes. Constraint (7) ensurefidiva work.

are created on links between adjacent nodes (i.e., that ignenw An important issue in geographical routing algorithms iavoid
transmission range of each _other). Constraint (8) forceioals the creation of loops in the data paths. Hence, before pdinge
from different sources but directed towards the same aot@et  yjth an overview of the proposed protocol, we introduce soore
aggregated in the tree associated with that actor. Consegiim- cepts related tpath loop freedonthat will be used in the descrip-

poses that each source send data to exactly one actor. &lohstr 4 of the sensor-actor coordination framework.
(10) ensures that all flow variables from a source to a pdati@c-

tor are zero unless that actor is selected by the source.tf@nts DEFINITION 3. Given nodes and z. the absolute advancef
(11) requires that the binary variatiit* be equal to 1 always and  node., with respect ta, is the distance betweenand its closest
only when the flow between soureeand actork violates the la- actor ¢, minus the distance betweerand its closest actot, 2.
tency boundB. Note that the small negative coefficient needed

to scale the value of the difference between the delay andetlas DEFINITION 4. Given nodes and z, theadvance towards the

bound to make it smaller than 1. In (123,|S defined as the number collectorc of z, with respect tCU, is the distance betweanandc
of non-compliant sources and the reliabilitys constrained to be  minus the distance betweerandec.

over the required threshold.

It can be shown that the probleRi;;7; is at least as complex Intuitively, if = has positive absolute advanceith respect to
as the Geometric Connected Dominating Set problem, which is 4, it means thatz is closer tharw to one (whatever) actor.
proven to be NP-complete [20]. HencB{/} is NP-complete.  haspositive advance towards collecterwith respect tov, z is
However, it is still possible to solVB ;7 for networks of moder-  closer than to actore. For any multi-hop path, positive absolute
ate size (up to 100 nodes), as will be shown in Section 6. This @ advanceat every hop guarantees loop freedom, irrespective of the
lows gaining some insight on the properties of the optimtltsan, final destination, since at each hop the packet is closeradector
and using it as a benchmark for the performance of suboptioél  than at the previous hop. positive advance towards an actoat
more scalable algorithms, such as that introduced in thewolg every hop guarantees a loop-free path from a source nodesto th
section. actore.
Most of the prior research in geographical routing protec-
3. SENSOR-ACTOR COORDINATION: sumes that nodes can either work igraedy moder in arecovery
DISTRIBUTED PROTOCOL mode When in greedy mode, the node that currently holds the mes-

. . . L. sage tries to forward it towards the destination. The regovede
In this section, we introduce a scalable and distributedopro g

col to addresses the sensor-actor coordination problemSAMS. 2Note thatc, andc, can be different actors.
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Figure 2: State transition diagram for a sensor node.

then there is reliability in excess that can be traded offefoergy
savings. Note that the small coefficients ande™ are needed to
define a tolerance zone around the required reliabilitystiokl for
practical purposes (i.e., avoid instability). Good valtmse™ and

¢~ find a good compromise between stability and tolerance amd ca
be determined by simulation.

Each sensor node starts inatie state, where it samples the en-
vironment for occurring events and monitors the channahfmom-
ing data packets. A sensor enters the start-up state whéhet e
senses an event or it receives the first data packet from hbuaig
ing sensor. The collective operation of sensor nodes inttresp
state allows to timely establish paths to an actor for eaahceahat
resides in the event area. The paths established constigmed
compromise between latency and energy consumption.

Sensor nodes listen for feedback from the collector/atiy are
associated with. If the event reliabilityis below the low event re-
liability thresholdr,, , it is necessary to reduce the sensor-to-actor
delay, by reducing the end-to-end path length. Hence, when t
reliability is advertised to be below the low reliabilityrégshold
(r < ry,), asensor in the start-up state enters the speed-up state
with probability Ps:—s,,, which is a monotonically increasing func-
tion of thelack of reliability. The notatior{cond; P] in Fig. 2 indi-
cates a transition occurring with probabiliyy when the condition

is entered when a node fails to forward a message in the greedycond is verified.

mode, since none of its neighbors is a feasible next hop. Ilysua

this occurs when the node observes a void region betwediraitek
the destination. Such a node is referred to@scavenode. Recov-
ery mechanisms, which allow a packet to be forwarded to tet-de

nation when a concave node is reached, are out of the scopis of t

paper, since sensor networks are usually high density mke$ywand
the probability of encountering void regions is very low.r Fais
reason, the protocol proposed in this section assumes ¢hatid
regions exist, although it can be enhanced by combiningtit aie
of the existing recovery mechanisms (e.g., [23]).

The objective of the proposed protocol is to create da-thees

If the event reliabilityr is above the high event reliability thresh-
old r;, (i.e.,» > r}), it is possible to save energy. Hence, a
node in the start-up state enters the aggregation statepwitia-
bility Ps:—ag4, Which is a monotonically increasing function of the
excess of reliabilitywhere it tries to minimize the energy consump-
tion associated with its transmission by relaying data ¢éodbsest
neighbor that participates in a da-tree.

Then, sensors can alternate between the speed-up and the ag-
gregation state in order to respond to feedbacks from doliec
Hence, as shown in Fig. 2, a sensor in the speed-up stats émter
aggregation state with probabilits,—., whenr > r7 | while a

tween the sources and a subset of the actors, referred td-as co sensor in the aggregation state enters the speed-up sthtprald-

lectors. A da-tree is thus created between each collectbittzn
sources associated with that collector. This way, the sebofces
is implicitly clustered, each cluster being composed ofgberces
associated with a single collector.

3.1 Overview of the Multi-State Protocol

Each sensor alternates among four different states, nadiely
start-up speed-upandaggregation stateAn overview of the state
transitions is depicted in Fig. 2. The main objective of thetate
transitions is to reduce the number of hops when the reitiplod-
quirement is violated and to save energy when the relighiét
quirement is met.

Source nodes add a timestamp value to the event data paaket th

they transmit to the actors, to allow the corresponding racto
compute the delay of each packet. For each decision intexaah
actor then computes the event reliabilitas the ratio of unexpired
packets over all received packets (i.e., data and notificg}iand
periodically broadcasts its value. Sensor nodes assdaiatie that
collector base their state transitions on the reliabiliperved by
the collector, which is broadcast at the end of each decisien-
val. When the advertised valueis below the so-calletbw event
reliability thresholdr,,, wherer,, = ri,—e™, i.e., the lack of reli-
ability (r: —r) is above a certain positive margin, then itis nec-
essary to speed-up the data delivery process by reducinenthe
to-end delay. Conversely, when the advertised valigeabove the
so-callechigh event reliability thresholdth, whererjh = reptet,
i.e., the excess of reliability-(— r;;,) is above a certain margut,

ability Pog—sp Whenr < r,,. Pag_sp increases with increasing
advertised lack of reliability, whilé”,—.4 increases with increas-
ing excess of reliability. The objective of our proposedtpeol is
to converge to a solution with reliability close to the evesitabil-
ity threshold and minimal energy consumption.

Note that probabilistic policy prevents system oscillatiadhat
would occur if all sensors changed state at the same timarlgle
the proposed algorithm is particularly effective when fheetneeded
to set-up the tree is small as compared to the length of theesub
guent monitoring and acting phase.

In the following we describe the operations of each state.

3.2 Start-up State

As shown in Fig. 2, a node enters the start-up state from the id
state when it detects an event, or when it receives a packs to
relayed to an actor.

The sensor nodein the start-up state, either as a source or as a
relayer for a data packet, selects its next-hop based obticalted
two-hop rule According to the two-hop rule, nodeselects as next
hop among its neighbors the nogi¢hat minimizes the sum of the
energy consumption frorto j and the energy consumption frgm
to the actor closest t§ which is computed according to the energy
model introduced in Section 2.2. Hence, the energy consampt
E; associated with a neighbgrof ¢ is

E]' = 2Eelec + ,ad% + 2Eelec + ﬁd?cj7

whered;; represents the distance betwéamd;j while d;., repre-

(13)



Algorithm 1 Start-up State

Pseudo-code executed by a generic nodethe start-up state
mincost = oo
if (I_am_a_source) OR (I_am_a_relayer)) then
for each of my neighborsV; do
for each actors;, do
if cost,NV;)+cost(V;,si) < mincost then
mincost=cost@,N;)+cost(V;,sx)
nexthop=N;
end if
end for
end for
end if
Inform nexthop that it is a relayer

sents the distance betwegmnd its closest actar;. The two-hop
rule selects as next hop the noglassociated with the minimum
two-hop energy consumption. As a result, the source-acth p
will be established by applying the two-hop rule iteratwveNo-
ticeably, since at each step the routing decision is indagrenof
previous decisions, a packet intended for a certain actisigen-
erating source can be transmitted towards another destirettor
by an intermediate node in the end-to-end path. For thisoreas
the collector actor transmits its identifier on the reveradrde in
order to inform the source sensors about its own identitye d+
erations executed by a sensor node in the start-up statetied
in Algorithm 1.

The two-hop rule produces loop-free paths, as stated below.

LEMMA 1. Anext hop selected with theo-hop rulehas apos-
itive absolute advandgee Def. 3).

As a consequence, the two-hop rule produces a loop-freebgath

implemented on each sensor. Since data packets can be atggreg
by any node in the network, the objective of a node in the aggre
tion state is to route data to the closest node in its neidtdmut that

is part of da-tree. This way, the incremental energy consgiampo
collect the information from the considered sensor is minéd.

As previously discussed, after da-trees are establishetl, sen-
sor knows which collector-actor it is associated with. Beitnear-
ing transmissions on the shared medium, each sensor leaics w
of its neighbors are part of a da-tree (as some neighbor semsy
not even be in the event-area) and which da-tree (if any)haye t
part of, i.e., which collector actor are they associatedhwitence,
nodew in the aggregation state first evaluates the cost of transmit
ting data to those among its neighbors that are part of aeda-tr
This way, it can identify a minimum-cost neighbor, i.e., tlegh-
bor v, that requires minimum energy consumption to be reached
among those associated with one of the da-trees. Two diffeie
uations can occur. The nodeg,;,, can either be on the same da-tree
aswv, and hence associated with the same collector; or it can&e in
different da-tree.

If vmin IS in the same da-tree asv,,;» can be selected as next
hop bywv only if it has a positive advance towards the collector
that both nodes are associated with, i.ew,if;, is closer tharv
to the collector (see Def. 4). This guarantees loop freedtm.
the resulting da-tree, every parent node is assured to rasigve
advance towards the collector, with respect to each childheV
vmin IS Selected, the individual transmission cost fois locally
minimized and the overall cost of the tree is thus reduced,,lf,
has no positive advance towards the collector with resmgect ©
deletesv,.i» from the list of possible next hops and determines a
newwv.,i» among the remaining neighbors.

The other possible situation occurs whep;,, is associated with
a different collector tham, i.e., v andv.,,;» are in two different
da-trees. In this case, is allowed to select.,.;», as its next hop
only if v is a leaf in its da-tree and,,;, has a positive advance

tween source and actor. We omit the proof of Lemma 1 because oftowards its actor with respect to This guarantees loop-freedom

page constraints.

3.3 Speed-up State

The objective of the collaborative operation of nodes irsieed-

of the overall tree, as every parent node is assured to havstivp

advance towards the actor with respect to each child. Ceeler
it can be easily shown that if non-leaf nodes are allowed titcchw
from one da-tree to another, loops may be created, as théicond

up state is to minimize the number of hops between sources andthat every parent node is closer to the actor than each chéd d

actors. This is achieved by applying the Greedy Routing Behe
(GRS) [24] forwarding rule. According to GRS, each node send
the packet to the node closest to the destination within ridmest
mission range. It is intuitive that this rule minimizes thenmber

of hops in the path, the distance travelled by the packet,taad
number of transmissions of the same data packet, along tgth t
channel utilization. The pseudo-code of the operationswgre by

a sensor node in the speed-up state is reported in Algorithm 2

Algorithm 2 Speed-up State

Pseudo-code executed by a generic nodethe speed-up state
for each neighborN; do
if (distance(,N;)> distance(,next_hop)) then
next_hop = N;
end if
end for

3.4 Aggregation State

The objective of the aggregation state is to reduce the thvera
energy consumption. To this end, sensor nodes in the aggnega
state take routing decisions that reduce the global enengstenp-
tion, by relying on the data fusion algorithm that we assumbeet

not necessarily hold anymore. The detailed operationsusedy
a sensor node in the aggregation state are reported in Aigo8.

Algorithm 3 Aggregation State

Pseudo-code executed by a nede the aggregation state
for each of my transmitting neighbora’; do
if (cost@,N;) < cost,nexthop)) then
U'rnin:Ni
end if
end for
s=actormin)
if (s == myactor) then
if distance(in,s)<distanceg,s) then
nexrthop=vmin
else
deletev.i» from list and restart Aggregation State
end if
else ifI_am_a_lea f then
nexrthop=vmin
else
deletevni» from list and restart Aggregation State
end if




4. ACTOR-ACTOR COORDINATION:
PROBLEM FORMULATION

The objective of actor-actor coordination is to select tastlac-
tor(s) to perform appropriate action on the event area. Atethd
of the sensor-actor coordination phase described in $e8tione
or multiple actors, which we denote asllectors receive sensor
readings from sources that sense the event. These soufass de
theevent area The event area corresponds to #ution area i.e.,
the area where the actors should act. In particular, eadbctot
receives data from a subset of the souradgsferin Section 2).
Each cluster area identifies a portion of the action/evesd and is
under the responsibility of the corresponding collectoowdver,
the collector may not be able to act on its entire responsitda,
i.e., this area may not be totally within the collectaion range
The action range defines the circular area where an actodds ab
to act. Moreover, the collector may not be the “best” actortiiat
task in terms o&ction completion timand/orenergy consumption
where the former is the time to perform the action and thenast
the required energy for the action. For these reasons,-actor
coordination is required before initiating actions.

DEFINITION 5. Theaction completion bound the maximum
allowed time from the instant when the event is sensed togibanit
when the action is completed.

The coordination objective of each collector actor is to fine
optimal actors to timely act on the portion of the event aneden
its own responsibility. In particular, if multiple actorsut act on
a certain area we refer to the area asomerlapping arearegion
areas numbered frorh to 8 in Fig. 3). On an overlapping area
the actor-actor coordination problem consists of selgaiiisubset
of the actors and their action powers to optimally divide #te
tion workload, so as to maximize tiesidual energy of the actors
while respecting thection completion boundn order to extend
the lifetime of the actors. We refer to an area where only abera
can act asion-overlapping aregunshaded regions in Fig. 3). For
such an area, the coordination problem simplifies to selgdtie
power level for the actor that minimizes the energy consionpt
while respecting the action completion bound. For thisoease
assume that the coordination problem involves only oveitapar-
eas and that the available energy of each actor is alreadgudited
with the energy needed to act on non-overlapping areas.
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Figure 3: Cluster area for collector c.

- AS, and AS are theh'™ non-overlappingand them!” over-
lapping areas, respectively, inside the portion of area under the
responsibility of collectore. H. represents the number of non-
overlapping areas, whil&/. represents the number of overlapping
areas;
- Sj}g,;” is the set of actors that can act on th&" overlapping area
ACC,’O’?J that is under the responsibility of collectar

Each actow is characterized by the following parameters:
- R, [m] is the action range af;
- PMa= V] is the maximum power that actarcan use to perform
the action. Actors can select their power amdndifferent levels

Max

Pap= aL

-p,p=1,2,...,L (14)

where P, , is thep'™ power level for actor. As will be shown
in (15), a higher power corresponds to a lower action corgslet
time;

- 14 1S theefficiencyof actora (see (15));

- EZ%[J] is the available energy of actar

In Section 4.1 we present the action area model and the actor4,2  Mixed Integer Non-Linear Program

model. These models are then used in the formulation of thie-pr
lem in Section 4.2.

4.1 Action Area and Actor Model

Let S* be the set of actors, withy = |S*|, and letS® be
the set of collectors§” C S*). As mentioned before, collectors
receive data from sources (sensors), and from the sourdtopss
they can identify the portion of the whole event area theyrare
sponsible for. By referring to Fig. 3, we introduce the fallng
notations:

- AP is the whole deployment area, which can be modelled as a

grid of square cells.

- Actor a € S* has coordinate€’?' = (z2, yZ') and action range
R., which defines the circular are4’' where it can act;

- AS is the cluster area that is under the responsibilitgaifector

C
¢ € 8, and the whole event area is tHu® , ' AS;

3 Although actors are resource-rich nodes, the order of niadmi
of the energy required for actions is higher than that rexglfor
communication. Hence, it is important to save action enéngy
order to extend the lifetime of actors.

In this section we formulate the actor-actor coordinatioybfem
as aMixed Integer Non-Linear PrograrMINLP). The objective
is to find, for each portion of the event area, the subset afract
that maximizes the average residual energy of all actorshied
in the action, under the constraint of meeting the actionptem
tion bound. We define the problem according to the followiag a
sumptions: i) the energy required to perform the action des of
magnitude higher than the energy required for communicatip
actors are able teelectivelyact on part of their action area, i.e., if
actora is chosen to act either on an overlapping or non-overlapping
area, this does not imply that it must act on the entire at@ain
its action rangeR.,.

Let us introduce the following notations:

- P{™) [W1is thep'™ power level of acto for them " overlapping
areaAS”, whose measure idSn [m?];

- X(™ is a binary matrix whose elemefit\”] is equal tol iff
actora acts on the overlapping aretﬁ;}{} using power IevePéfZ);

- Téf;‘) [s] is the action completion time for actat characterized
by efficiencyn., on them!” overlapping area, when the actor uses



thept® power level
AC,m
,0U ,
Na - (P(gfg))w

where K [W” - s/m?] is a constant, ang is an a-dimensional
parameter ranging if0, 1], which captures power inefficiencies;
- . [s] is theaction completion boundi.e., the maximum time
for the action to be completed). This depends on the everthen
collectorc, and on the application;
-1 s equal tol iff the m'™ overlapping area is in the action
range of acton, 0 otherwise;
- he is a binary variable equal to iff actor a is involved in an
action.

We can now formulate the optimization problem as follows:

i =

P

(15)

P : Residual Energy Maximization Problem
Given: Na, L, M., E2°, TS 1&m (16)
Find : X =[], ha 17)
. . . Res __ Eaf haEfes
Maximize : Eivy = m (18)
Subject to :
Ef =B} — B >0, Va; (19)
M L (m) p(m)
< P,
Eled — Zl’l— , Va (20)
m=1 ZNA L ﬁ
a=1 p=1 TQ(T’;))
Na L
Zx““) <1,Ya,¥m; D> 2l >1,vm;  (21)
a=1p=1
1
——y <0, Yy (22)
ZNA L Ta,p
a=1 p=1 Té?’;)
L M.
ha <%l Var he >l Va, ¥p, Ym; (23)
p=1m=1
a{™ < IS Va, Vp, Vm. (24)

Constraint (19) guarantees a non-negative residual efierg@ach
actor. Constraint (20) defines the energy required for acttr
complete the action on the overlapping areas where it idvado
The constraints in (21) ensure that each actor use one arnt®ng i
power levels, and that at least one actor act on each ovantapp
area, respectively. Constraint (22) limits the overaliactomple-

tion time <Za:1 >t
completion bound, for each overlapping area. The conssréin

(23) define the relation between thé’f;) andh, variables, while
constraint (24) imposes that each actor act only on areds act
tion range.

)\ 71 )
%) to be smaller than the action
a,p

5. ACTOR-ACTOR COORDINATION:
LOCALIZED AUCTION PROTOCOL

In this section, we propose a distributed solution to theract
actor coordination problem stated in Section 4. In paréicubur

solution is inspired by the behavior of agents imarket economy
where the allocation of resources occurs as a result ofactiens
between buyers and sellers [25][26]. Our approach is based o
a real-time auction protocothat describes the behavior of actors
participating in transactions as buyers/sellers. Theativg of the
auction is to select the best set of actors to perform themah
each overlapping area. Thus, overlapping areastamesthat are
traded by the actors. The actors can assume the followieg:rol

- Seller.Is the actor responsible for a portion of event area, i.e., th
actor that receives event features for that area. It cooretgpto a
collector.

- Auctioneer. Is the actor in charge of conducting the auction on
a particular overlapping area. An auctioneer is selecteagéach
overlapping area by the collector/seller responsibleHat area.

- Buyer.The actors that can act on a particular overlapping area are
referred to as buyers for that area.

A localized auction takes place in each overlapping areae Th
bid of each actor participating in the auction consists of a powe
level and of the correspondiragtion completion timé.e., the time
needed by that actor to complete the action on the whole dr=a)
fined in (14) and (15), respectively, as well as the availaie
ergy of the actor. The objective is to maximize the totlenue
of the team, where the team is constituted by the actorscpzati
ing in the auction, and the revenue depends onehkiglual energy
(i.e., Efﬁ;, in Section 4). Multiple localized auctionsake place
in parallel under the responsibility of different auctien® This
is preferable to one single auction conducted by the caliefor
several reasons: i) it causes lower signaling overheadg gime
auction messages are exchanged between the auctionedneand t
buyers for that overlapping area, which are close to the@uatr.
This way, the message exchange is localized since the nesssag
are not forwarded to the collector, which may be far from there
lapping area; ii) the auction process workload is sharedngnzo
higher number of actors, since the number of auctioneersgeri-
eral higher than the number of collectors.

When sellek (the collector) receives the event features from the
sensors, it decides whether an action needs to be performgg: o
area it is responsible for. It computes all the non-oveiilag@and
overlapping areas, since it knows the position and actinges of
the other actors. The coordination problem arises for tiezlap-
ping areas where more than one actor can act, while for the non
overlapping areas the seller directly assigns the actisk ta the
corresponding actor.

Sellerc selectsM. auctioneersone for each overlapping area,
among the actors that can act on each of these areas{"Heg S
be the auctioneer selected by selléo conduct the auction for the

"k overlapping area. This auctioneer is selected to be thestos
actor to the center of the overlapping area. This way, sihee t
auctioneer is close to each actor in the overlapping arearnbrgy
spent for communication and the auction time is reducederAft
selecting the auctioneef™, the seller: provides it with the area
AS;{;L where the auction should take place, #ation completion
boundé., and theauction time bound-., which is the maximum
allowed time for the auction.

The auctioneer determines the winners of the auction based o
the bids it receives from the buyers. At the beginning of the-a
tion, the auctioneer sendsJ& NLAUCTI ON message to all the
buyers competing for the area. After a buyerears this announce-
ment, it submits its available energy/A?, and L two-dimensional
bids b, = {b},62,...,b5}, whereb” = [Pi") T\™)), p
1,2,...,L, with P\’ and T\} defined in (14) and (15), re-
spectively. By means of these bids, the auctioneer detesttimte
winners by calculating the optimal solution for the residerzergy



maximization problenP s, defined in Section 4.2. However, in
this case the problem is limited to the overlapping area tioti@n-
eer is responsible for. This way, since the bids are subdnitt¢he
auctioneer only once, signaling overhead is reduced [2T7]mi+
croeconomic theory, our auction mechanism can be classified
single-round sealed-bid auctid@5], where each buyer submits its
bids in one shot irrespective of the bids from other buyarather
words, the auctioneer receives the bids from the buyers amtg
and then determines the winners (i.e., the optimal set ofscand
their power levels) accordingly.

6. PERFORMANCE EVALUATION

In this section, we present the performance evaluationeoptb-
posed framework. In Section 6.1 we report the performanseltse
for the sensor-actor coordination, while in Section 6.2 veeuks
the performance results for the actor-actor coordination.

6.1 Sensor-Actor Coordination

The optimization problem presented in Section 2.3 was imple
mented with AMPL [28], and solved with CPLEX [29], which uses
a branch and bound algorithm to solve mixed integer lineab{r
lems. The start-up, speed-up, and aggregation statesjtuEbm
Section 3, were implemented in a C++ network-layer simulatal
in the J-Sim Simulator [30], which implements the whole poat
stack of a sensor node, from physical to application layeduid-
ing 802.11 MAC, UDP transport and CBR traffic. All figures in
this section report 95% confidence intervals. We considtmezk
different simulation scenarios. In Scenario 1, the depleytarea
is circular with radius equal t20m. For each deployed sensor, the
distance from the center of the area and the angle are uryform
distributed random variables. In Scenario 2, sensor nogesa-
domly deployed in a square area2¥m x 25m. The event area is
circular, with varying radius ranging iz, 12)m in different simu-
lations. The epicenter of the event area is randomly selestieh
that the event area completely falls into the terrain. Sderfais
similar to Scenario 2, but the side of the square aré@(s:. Four
actors are randomly deployed in each scenario. As in [18]siim-
ulation parameters for the energy model in Section 2.2 amserh
to be E¢icc = 50nJ/bit, B = 100pJ/bit/m*, o = 4. The trans-
mission range of sensors is setltan.

Since the global network behavior depends on several apiglic
dependent parameters, we present performance evaluasalisr
of particular network configurations that constitute upgoed lower
bounds on the achievable performance. Hence, in this seatio
refer to start-up configuration, speed-up configuratiom, aggre-
gation configuration, as those configurations where all scde
in the start-up, speed-up, and aggregation state, regplgctihis
allows us to describe how the evolution among differenestan-
pacts the overall network performance and show the benéfite o
proposed solution without making it dependent on the choice
parameters that govern the transitions among differeteésst&val-
uating and tuning the dependence of network dynamics ordifze p
meters that govern the transitions of nodes among the \&asiaties
is left for future work.

Figure 4 shows a comparison between the optimal solutidmeto t
event-driven clustering problem described in Section 2taecn-
ergy consumption in the start-up, speed-up, and aggregetio-
figuration in Section 3, respectively, with varying evenhges.
The overall network cost (energy needed to transmit onerduit f
each source to the actors) is reported in the figure. Notigetie
optimal solution is almost independent of the event ranghis T
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Figure 4: Scenario 1. Comparison of optimal solution, speed
up, start-up, and aggregation configuration with 70 nodes.

tentially higher energy consumption; conversely, sinceemmdes
are involved, aggregation can be increasingly leveragbds@ two
trends compensate each other leading to a flat curve. Cetyers
the energy consumption in the start-up and speed-up coafigaos
highly increases with the event range. As also shown in Fig. 4
this can be partially compensated by the benefits of the ggtiom
state. In particular, an aggregation configuration can behed
both from a start-up configuration and from a speed-up corgigu
tion. An aggregation configuration reached from a startanfig-
uration leads to an almost-optimal energy consumption,revhs

by reaching the aggregation configuration from a speed-ofigie
ration, the energy consumption can still be decreased stemsly,
but not as much as in the previous case. The structure of the da
trees after the start-up/speed-up configuration somehosti@ns

an aggregation process based on simple logic and miniret int
action among sensors. Hence, Fig. 4 motivates the desigarof o
three-state distributed protocol for sensor-actor cowtibn. In
fact, the distributed solution described in Section 3 aslt struc-
ture of the da-trees to reach an energy configuration thatvgden
the speed-up line and the aggregation from start-up linegn 4
Depending on the required latency bound and reliabilitgshold,
after a transient start-up configuration, a certain numbeeonsors
will enter the speed-up/aggregation state to reach a mimiren-
ergy configuration, given the required reliability. When ighwer
reliability is required, the network will move towards a hé&y en-
ergy/lower delay configuration, while when the requiredatality

is guaranteed with some margin, the network will move towaxd
lower energy configuration.

In Figures 5 and 6 we plot the average energy consumption ver-
sus the number of sensors and with different event rangeghdo
start-up, and aggregation configurations in Scenario 2. afshe
seen, the energy expenditure of the aggregation configaristiwo
orders of magnitude lower than in the start-up configuraftens
of thousands ofi.J versus hundreds of.J). This clearly shows the
benefits of the aggregation configuration. As can be seergingri
the energy expenditure increases less than the number sxfrsen
i.e., by doubling the number of sensors the energy expamrdisu
less than doubled. Figure 7 reports the overall energy copsan
for the speed-up configuration. Interestingly enough, miy &
the energy consumption of the speed-up configuration aroned

happens because of two contrasting phenomena. The number obrder of magnitude higher than in the start-up configurataso,

sources increases when the event range increases, leadirgpt

as already seen in Fig. 4, when the aggregation configur&ion
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Figure 5: Scenario 2. Start-up configuration: Energy consurp-
tion vs. Number of sensors for different Event Ranges.
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Figure 6: Scenario 2. Aggregation configuration: Energy con
sumption vs. Number of sensors for different Event Ranges.

reached from a speed-up configuration, the network conserge
a less energy-efficient configuration with respect to the edsen
the aggregation configuration is reached directly from thet-sip
configuration. This is confirmed by Fig. 8, which shows that th
order of magnitude of the energy consumptionl® nJ for an
aggregation configuration reached from a speed-up configara
Conversely, as shown in Fig. 9, in Scenario 2 the average eumb
of hops of each source-actor pair is reduced from around 5 hop
for the start-up configuration to less than 2 hops in the sjpged
configuration. This explains the rationale for the desigthefdis-
tributed algorithm in Section 3. The speed-up configuratéaus
to paths with lower delay (lower number of hops and straight t
wards the destination); however, since this is paid with ghéi
energy consumption, the speed-up mechanism should be oked o
when strictly necessary to provide the required reliapilit

Figure 10 shows the overall energy consumption for the-start
up, speed-up, and aggregation configurations in Scenarati3,

1000 nodes. Although the speed-up configuration can be seen t

lead to a higher energy consumption, the energy consungtibn
the start-up and speed-up configurations are in the same ofde
magnitude, i.e., the behavior of the speed-up configurasicim-

10

Figure 7: Scenario 2. Speed-up configuration: Energy con-
sumption vs. Number of sensors for different Event Ranges.

Cost [nJ]

Figure 8: Scenario 2. Aggregation configuration reached frm
speed-up configuration: Energy consumption vs. Number of
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Figure 10: Scenario 3. Comparison of energy consumptionsifo
start-up, speed-up, and aggregation configurations with 1@0 o
sensors. ‘ : A

(c) (d)
ilar to that of the start-up configuration. This happens wtien Figure 11: Scenario 3: Delays (a-b) and distribution of de-
transmission range of the nodes is short with respect toigh@nte lays (c-d) for start-up and speed-up configurations, 400 seors,
between sensors and actors. In this case, a node in theiptstidte event range =12m, sources generating 2 packets/s.

tends to select the closest node to the destination (as itivaouin
the speed-up configuration). In fact, when the distance dmtwthe
sensor and the actor is much larger than the transmissige réme
second term in the sum of the two-hop rule accounts for mas$ieof
energy expenditure (see Section 3.2). In fact, the disthateeen
the sensor and any of its neighbors is short as compared thsghe
tance between the neighbor and the actor. Thus, the neighbor
selected so as to minimize the second term, which, as carsbg ea
demonstrated, results in selecting the neighbor that &eskao the
destination (as also a node in the speed-up state does)rthieve
less, Fig. 9 shows that the speed-up configuration stillerfpms
the start-up configuration in terms of number of hops, whils t
is achieved with a limited additional energy expenditurar&lim-

portantly, this is reflected in the distribution of packelegs, where Figure 12: Scenario 3: Distribution of delays (a-b) for stat-up

the speed-up configuration always leads to lower delaystan  and speed-up configurations, 400 sensors, event rangel2m,
start-up configuration. Figures 11 and 12 show a compari$on o0 spurces generating 5 packets/s.

packet delays from sensor to actor in Scenario 3, with 40@s0d

between the speed-up and the start-up configuration whesvéms

range is set td2m, which corresponds to 20 sources in average. In application dependent, in these simulations we do not dacgets
Figures 11(a)-11(b), sources generate 2 packets per sexantd32 at intermediate nodes.

bytes long, for 200 seconds of simulation. The variabilitpacket . .

delays is reported as well as the cumulative average wité. tim 6.2 Actor-Actor Coordination

3 w0 10 140 150 o 02 04 05 08 1
Delay 5] Delay 5]

(a) (b)

the start-up configuration, delays are shown to be high inrtre In this section, we discuss some performance results otctioe-a
sient phase at the beginning of the simulation. The averafgyd actor coordination problem defined in Section 4. The modéhef
(thick line in the figure) converges to a value aroungs. In the MINLP problem was implemented in AMPL and solved with the
speed-up configuration delays are much smaller, and thefage MINLP solver available through the NEOS Optimization Serve

is below0.1s. Figures 11(c)-11(d) show the distribution of delays [17]. In Fig. 13, we compare the average residual energy with
in the same scenario. In the speed-up configuration (Figd)L1(  three different solution approaches, namely, the optirfBakfion
the delay is belowd.5 s for almost100% of the packets, while in 4.2), 1-actor and localized auction(see Section 5). In the opti-
the start-up configuration (Fig. 11(c)) the variability daflays is mal solution, the best set of actors is chosen so that thegwer
much higher and their value can be as high.as. residual energy of the actors involved is maximized, whilarg
Figures 12(a) and 12(b) refer to the same scenario, whefre eac anteeing that the action is completed before the action t&iiop
source generates 5 packets per second, for the start-ugpeead-s time. In the 1-actor heuristic, the action is performed bg ac-
up configurations, respectively. Noticeably, while in tharsup tor only for each overlapping area, i.e., the actor with thghést
configuration the network is congested (Fig. 12(a)), legdin available energy. In the localized auction each overlappirea is
extremely high values for the delays, this does not happehen taken care of by an auctioneer that splits it among the abtsed
speed-up configuration, where the delays are shown to besalmo on their bids, as discussed in Section 5. In the experimesits p
always withinls (Fig. 12(b)). Note that, since the latency bound is formed, we concentrate on a scenario with three overlapgieas.
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Available energy of involved Actors vs total number of Actors
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Figure 13: Available energy of the involved actors: optimalso-
lution, localized auction, and 1-actor heuristic.

For the parameters defined in Section 4 we assumed the follow-
ing values: AS.), = 50m?, A2, = 100m?, ASS, = 150m?,
PMar — 100W, L = 5, K/na = 1W" - s/m?, 6. = 10s,

~ = 0.8. The values of the initial available energy of the actors are
random variables uniformly distributed betweg#0.J and1000.J.

As shown in Fig. 13, the localized auction mechanism leads to
near-optimal residual energy, as each auctioneer caésutbe op-
timal solution separately for its overlapping area. Howeteis
greatly simplifies the problem and can be achieved with looai-
munications among actors.

7. CONCLUSIONS

We presented a coordination framework for Wireless Sensbr a
Actor Networks (WSANSs), and discussed the sensor-actoaetu-
actor coordination problems. We developed an optimal gwidor
the sensor-actor coordination based on event-drivenesingt and
formulated it as arinteger Linear Program (ILP)We also pro-
posed a distributed solution that includes an adaptive am@sm
to trade off energy consumption for delay when the event dasa
to be delivered to the actors within pre-determined latédyaynds.
For the actor-actor coordination, an optimization mode$ wa-
fined for a class of coordination problems in which the arebeto
acted upon is optimally split among different actors. Thebpr
lem was formulated as a mixed integer non-linear problerd,zan
auction-based localized solution of the problem was piteserfru-
ture work will be focused on extending the performance aialy
of the proposed solutions, e.g., parameter fine tuning, angea-
eralizing the framework to capture different applicatisosnarios,
including those requiring mobile actors.
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