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TOPICS IN INTERNET TECHNOLOGY

INTRODUCTION

The combined use of the differentiated services
(DiffServ) and multiprotocol label switching
(MPLS) technologies is envisioned to provide
guaranteed quality of service (QoS) for multi-
media traffic in IP networks, while effectively
using network resources [1]. The basic idea
behind MPLS is to attach a short fixed-length
label to packets at the ingress router of the

MPLS domain. These edge routers are called
label edge routers (LERs), while routers capa-
ble of forwarding both MPLS and IP packets
are called label switching routers (LSRs). The
packets are then routed based on the assigned
label rather than the original packet header.
The label assignments are based on the concept
of a forwarding equivalent class (FEC). Accord-
ing to this concept, packets belonging to the
same FEC are assigned the same label and gen-
erally traverse through the same path across the
MPLS network. An FEC may consist of packets
that have common ingress and egress nodes, or
the same service class and same ingress/egress
nodes, and so on. A path traversed by an FEC is
called a label switched path (LSP). The Label
Distribution Protocol (LDP) and an extension
to the Resource Reservation Protocol (RSVP)
are used to establish, maintain (refresh), and
tear down LSPs. One of the most attractive
applications of MPLS is traffic engineering
(TE), since LSPs can be considered as virtual
traffic trunks that carry flow aggregates [2].
However, MPLS by itself cannot provide service
differentiation, which brings up the need to
complement it with another technology capable
of providing such a feature: DiffServ. By map-
ping the traffic from different DiffServ classes
of service on separate LSPs, DiffServ-aware
MPLS networks can meet engineering con-
straints specific to the given class on both short-
est and non-shortest path. This TE strategy is
called DiffServ-aware TE (DS-TE). In [3] the
authors suggest how DiffServ behavior aggre-
gates can be mapped onto LSPs. Such DiffServ-
based MPLS networks should not be managed
manually, since the network needs to respond
promptly to changing traffic conditions. There-
fore, automated managers are needed to simpli-
fy network management and to engineer traffic
efficiently [4].
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ABSTRACT

In this article an automated manager called
Traffic Engineering Automated Manager
(TEAM) for DiffServ/MPLS networks is intro-
duced, and its design and implementation details
are discussed. TEAM is designed for complete
automated management of an Internet domain.
TEAM is an adaptive manager that provides the
required quality of service to the users and
reduces the congestion in the network. The for-
mer is achieved by reserving bandwidth
resources for the requests and the latter by dis-
tributing the load efficiently. These goals are
achieved by online measurements of the net-
work state. TEAM is composed of a Traffic
Engineering Tool (TET), which adaptively man-
ages the bandwidth and routes in the network, a
Measurement and Performance Evaluation Tool
(MPET), which measures important parameters
in the network and inputs them to the TET, and
a Simulation Tool (ST), which may be used by
TET to consolidate its decisions. These three
tools work in synergy to achieve the desired net-
work operation objectives. The experimental
results demonstrate the efficiency of TEAM as
a network manager in different and unpre-
dictable traffic conditions at the expense of a
limited increase in the computational complexi-
ty and costs.

TEAM: A Traffic Engineering
Automated Manager for
DiffServ-Based MPLS Networks
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With the objective to study and research the
issues mentioned above, an IP QoS testbed
composed of Cisco routers was assembled in
the Broadband and Wireless Networking Labo-
ratory (BWN-Lab). The testbed is a high-speed
top-of-the-line mix of highly capable routers
and switches for testing DiffServ and MPLS
functionalities. During experiences with the
testbed in a joint project with NASA Goddard
about QoS in IP networks, the need for an
improved set of algorithms for network man-
agement was clear and consequently an inte-
grated architecture for an automated network
manager was realized. This led to the design
and implementation of the Traffic Engineering
Automated Manager (TEAM) tool. Individual
problems addressed by TEAM may already
have been considered, but an integrated solu-
tion did not exist in the research field. TEAM
is developed as a centralized authority for man-
aging a DiffServ/MPLS domain and is responsi-
ble for dynamic bandwidth and route
management. Based on the network states,
TEAM takes the appropriate decisions and
reconfigures the network accordingly. TEAM is
designed to provide a novel and unique archi-
tecture capable of managing large-scale
MPLS/DiffServ domains.

RELATED WORK
TEAM is an integration of a set of adaptive and
efficient network management techniques. In
particular, the following management issues are
addressed: 
• Resource management: New schemes were

developed to dynamically set up and dimen-
sion LSPs, allocate their capacity based on
traffic estimation, and preempt low-priority
LSPs to accommodate new high-priority
LSPs depending on the actual load on the
network.

• Route management: A new routing scheme
was developed to establish LSPs and for-
ward packets on a state-dependent basis to
meet the QoS requirements.
The integration of the above mentioned

techniques results in a valuable resource for a
network manager in order to provide QoS and
better network resource utilization. As men-
tioned before, much effort has been concentrat-
ed in the literature on individual research topics
that are parts of TEAM. For example, continu-
ous tuning of the network based on online mod-
eling, parameter search, and simulation
capabilities of a simulation system was pro-
posed. Another approach for automated and
software-intensive configuration management
of network inventory was given in [5]. An archi-
tecture for the design and implementation of
active nodes to support different types of exe-
cution environment, policy-based driven net-
work management, and a platform-independent
approach to service specification and deploy-
ment was proposed in [6]. A QoS network man-
agement system based on Open Shortest Path
First (OSPF) with traffic engineering exten-
sions, MPLS for explicit routing of packets, and
a QoS path provisioning algorithm for call
admission control was proposed. We also men-

tion design based routing and the Cisco MPLS
Tunnel Builder as partial efforts toward net-
work management. The design based routing is
a routing algorithm where optimized paths
computed offline are used to guide online LSP
setups. The Cisco MPLS Tunnel Builder is a
Web-based graphical application that simplifies
visualization and configuration of MPLS tun-
nels in a network.

Few comprehensive TE managers have been
proposed in literature, and furthermore they
address only a subset of the issues covered by
TEAM. For example, the Routing and Traffic
Engineering Server (RATES) [7] is a software
system developed at Bell Laboratories for MPLS
TE and is built using a centralized paradigm.
RATES communicates only with the source of
the route and spawns off signaling from the
source to the destination for route setup.
RATES views this communication as a policy
decision and therefore uses Common Open Poli-
cy Service (COPS) protocol. RATES uses a rela-
tional database as its information store. It
implements the Minimum Interference Routing
Algorithm (MIRA) [8] to route LSPs. It consists
of the following major modules: explicit route
computation, COPS server, network topology
and state discovery, dispatcher, graphical user
interface, open application programming inter-
face, data repository, and a message bus con-
necting these modules. Summarizing, RATES is
a well designed TE tool, but TE is only per-
formed for the routing of bandwidth guaranteed
LSPs.

Another state-dependent TE mechanism to
distribute network load adaptively is suggested
in [9]. MPLS Adaptive Traffic Engineering
(MATE) assumes that several explicit LSPs have
been established between an ingress and egress
node in an MPLS domain using a standard pro-
tocol like RSVP-TE. The goal of the ingress
node is to distribute the traffic across the LSPs.
It is important to note that MATE is intended
for traffic that does not require bandwidth reser-
vation, with best effort traffic the most dominant
type. Since the efficacy of any state-dependent
TE scheme depends crucially on the traffic mea-
surement process, MATE requires only the
ingress and egress nodes to participate in the
measurement process. Based on the authors’
experience, available bandwidth was considered
difficult to be measured, so packet delay and
loss have been selected for measurement pur-
poses. The network scenario for which MATE is
suitable is when only a few ingress-egress pairs
are considered. In fact, for a network with N
nodes and x LSPs between each pair of nodes,
the total number of LSPs is of the order of xN2,
which can be a large number. Furthermore,
MATE is not designed for bandwidth guaran-
teed services.

Traffic Engineering for Quality of Service in
the Internet at Large Scale (TEQUILA) [10] is
a European collaborative research project look-
ing at an integrated architecture and associated
techniques for providing end-to-end QoS in a
DiffServ-based Internet. In TEQUILA a frame-
work for service level specification (SLS) has
been produced, an integrated management and
control architecture has been designed, and cur-
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rently MPLS and IP-based techniques are under
investigation for TE. The TEQUILA architec-
ture includes control, data, and management
planes. The management plane aspects are
related to the concept of a bandwidth broker
(BB), and each autonomous system should
deploy its own BB. The BB includes compo-
nents for monitoring, traffic engineering, SLS
management, and policy management. The TE
subsystem is further decomposed into modules
of traffic forecast, network dimensioning,
dynamic route management, and dynamic
resource management. The MPLS network
dimensioning is based on the hose model, which
is associated with one ingress and more than
one egress node. The dynamic route manage-
ment module considers:
• Setting up the forwarding parameters at the

ingress node so that the incoming traffic is
routed to LSPs according to the bandwidth
determined by network dimensioning

• Modifying the routing according to feed-
back received from network monitoring

• Issuing an alarm to network dimensioning if
the available capacity cannot be found to
accommodate new connection requests

The dynamic resource module aims to ensure
that the link capacity is appropriately distributed
among the per-hop behaviors (PHBs) sharing a
link by appropriately setting buffer and schedul-
ing parameters. TEQUILA architecture is very
interesting and shows a similar approach to
MPLS network design and management to that
of TEAM. However, to our knowledge the algo-
rithms and techniques to be implemented in
TEQUILA are not defined in detail at the
moment, and their quantitative evaluation has
not been carried out.

The use of MPLS for TE, QoS provisioning,
and virtual private networks was decided at
GlobalCrossing [11]. Approximately 200 routers
participate in the MPLS system. Since a full
meshed network would result in an MPLS sys-
tem of about 40,000 LSPs, it was decided to
deploy a hierarchical MPLS system of two layers
of LSPs. To deploy an MPLS system for TE, the

following procedure was proposed based on net-
work operator experience:
• Statistics collected for traffic utilizing LSPs
• Deploy LSPs with bandwidth constraints
• Periodic update of LSP bandwidth
• Offline constraint-based routing
To provide QoS, MPLS is used in combination
with the DiffServ architecture. It is desirable to
use different LSPs for different classes. The
effect is that the physical network is divided
into multiple virtual networks, one per class.
These networks can have different topologies
and resources. The end effect is that premium
traffic can use more resources. Many tools are
needed for designing and managing these virtu-
al networks. The use of MPLS for TE and QoS
decided by an important Internet service
provider (ISP) is confirmation that MPLS is a
very promising technique even from a business
point of view. The solution provided by TEAM
is in line with the QoS architecture defined by
GlobalCrossing. In [11] the authors demon-
strated that MPLS TE has been effective in
meeting the delay and jitter bounds required by
applications.

In this article we present the architecture of
TEAM, the adaptive network manager, with a
brief description of the individual techniques.
We present the framework of the TEAM tool.
This is followed by the implementation details of
TEAM and experimental results. We then con-
clude the article.

THE TEAM FRAMEWORK
The architecture of the TEAM is shown in Fig.
1. TEAM has a central server, the Traffic Engi-
neering Tool (TET), which is supported by two
additional tools: the Simulation Tool (ST) and
Measurement/Performance Evaluation Tool
(MPET). The TET and MPET interact with
the routers and switches in the domain. The
MPET provides a measure of the various
parameters of the network and routers like
available bandwidth, overall delay, jitter, queue
lengths, and number of packets dropped in the

nnnn Figure 1. TEAM framework and functionalities.
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routers. This information is input to the TET.
Based on this measured state, the TET per-
forms resource and route management in the
network. It decides the course of action, such
as to create a new LSP or vary the capacity
allocated to a given LSP, to preempt a low-pri-
ority LSP to accommodate a new one, or to
establish a path for an LSP requiring a speci-
fied QoS. The TET also automatically imple-
ments the action, configuring the routers and
switches in the domain accordingly. Whenever
required, the TET can consolidate the decision
using the ST. The ST simulates a network with
the current state of the managed network and
applies the decision of the TET to verify the
achieved performance.

TRAFFIC ENGINEERING TOOL
One of the most important components of
TEAM is the TET, which is responsible for
resource and route management, making the
decisions related to network management tasks.
The TET management tasks include resource
management (LSP setup/dimensioning, LSP
capacity allocation, LSP preemption) and route
management (LSP routing), as shown in Fig. 1.
The TET makes use of the other two TEAM
tools, MPET and ST, in order to optimize the
management of the network domain. To illus-
trate the interrelations of the listed problems
for MPLS network management, consider the
scenario where the network planning phase has
provided an initial topology of the MPLS net-
works that will be adapted to the changing traf-
fic demands. Possible events could be arrival of
a request for LSP setup based on SLS agree-
ments or arrival of a bandwidth request. The
first event can be handled by combined use of
the two methods in order: LSP routing and
LSP preemption. The LSP routing aims to find
the route on the physical network over which
the LSP will  be routed. LSP preemption
decides if any existing LSPs can be preempted
on the route to make way for the new LSP if
there is not enough available bandwidth. The
second event, arrival of bandwidth request trig-
gers LSP setup and dimensioning, which may
in turn trigger the LSP creation steps of rout-
ing and preemption.

Individual algorithms for each of the man-
agement tasks performed by the TET have
been coded and tested through simulation and
experiments in the BWN-Lab IP QoS testbed.
In [12] simulation results for the LSP
setup/dimensioning policy are given. Results for
the preemption policy are given in [13]. In [14]
the simulation results for performance of the
LSP routing algorithm are evaluated. Next, we
provide details of TEAM’s managing actions
performed by the TET, namely resource and
route management.

LSP Setup/Dimensioning and Capacity Allo-
cation — An important aspect in designing an
MPLS network is to determine an initial topolo-
gy and adapt it to the traffic load. A topology
change in an MPLS network occurs when a new
LSP is created between two nodes. LSP creation
involves determining the route of the LSP and
the according resource allocation to the path.

The objective of our algorithm is to determine
when an LSP should be created and how often it
should be redimensioned.

We introduce a new decision policy in [12]
that provides an online design for a MPLS net-
work depending on current traffic load. The pro-
posed policy is a traffic-driven approach and
balances the signaling and switching costs. By
increasing the number of LSPs in a network, the
signaling costs increase while the switching costs
decrease. In our policy, LSPs are set up or torn
down depending on the actual traffic demand.
Furthermore, since a given traffic load may
change with rapid variations depending on time,
the new policy also performs filtering in order to
avoid oscillations that may occur with variable
traffic. When a new bandwidth request bm(i,j)
arrives between routers i and j in the MPLS net-
work, the existence of a direct LSP between i
and j is checked initially. For direct LSP between
i and j, the available capacity A(i,j) is then com-
pared to the request bm(i,j). If A(i,j) > bm(i,j),
the requested bandwidth is allocated on that
LSP and the available capacity is reduced accord-
ingly. Otherwise, the LSP capacity C(i,j) can be
increased subject to bandwidth constraints in
order to satisfy the bandwidth request. If no
direct LSP between i and j exists, we need to
decide whether to set up a new LSP and its
according capacity C(i,j).

To make the decisions, we define an incre-
mental cost function W(sm,a) associated with the
system when a bandwidth request bm(i,j) arrives
at time instant tm, the network state is sm, and
action a is taken. It is the sum of three cost com-
ponents: the bandwidth cost Wb(sm,a), switching
cost Wsw(sm,a), and signaling cost Wsign(sm,a).
The bandwidth cost Wb(sm,a) depends linearly
on the required bandwidth and the number of
hops h(i,j) in the path over which the LSP is
routed. The switching cost Wsw(sm,a) depends
linearly on the number of switching operations
in IP or MPLS mode and the switched band-
width. The signaling and control cost Wsign(sm,a)
is incurred when a new LSP is set up or redi-
mensioned. We consider that this cost depends
linearly on the number of hops h(i,j) in the path
over which the LSP is set up plus a constant
component to take into account the notification
of the new LSP setup to the network. In our
assumptions redimensioning implies the same
signaling cost as setting up a new LSP. The opti-
mal LSP setup and teardown policy is derived in
[12] by comparing the costs involved with the
various decisions. The optimal policy is obtained
by minimizing the cost function discounted over
an infinite horizon. This optimization can be
achieved by using Markov decision processes.
The optimal policy has a threshold structure.
However, it can be computationally expensive to
precalculate and store the decision policy for
each network state since the number of states
grows exponentially with network size. So we
also propose a suboptimal policy that is easier to
implement and still maintains the threshold
structure of the optimal policy.

LSP Preemption — When an LSP is created, a
preemption attribute is assigned to it. The pre-
emption attribute determines whether an LSP
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with a certain priority attribute can preempt
another LSP with a lower priority attribute from
a given path, when there is a competition for
available resources. The preempted LSP may
then be rerouted. Preemption can be used to
ensure that high-priority LSPs can always be
routed through relatively favorable paths in a
DiffServ environment. In the same context, pre-
emption can be used to implement various prior-
itized access policies as well as restoration
policies following fault events [2].

In a case in which preemption will occur, a
preemption policy should be activated to find
the preemptable LSPs with lower preemption
priorities. Running preemption experiments
using Cisco routers (7204VXR and 7505, OS v.
12.2.1), we could conclude that the preempted
LSPs were always the ones with the lowest prior-
ity, even when the bandwidth allocated was
much larger than that required for the new LSP.
This policy would result in high bandwidth
wastage for cases in which rerouting is not
allowed. An LSP with a large bandwidth share
might be preempted to give room to a higher-
priority LSP that requires much lower band-
width.

A new LSP setup request has two important
parameters: bandwidth and preemption priority.
In order to minimize wastage, the set of LSPs to
be preempted can be selected by optimizing an
objective function that represents these two
parameters and the number of LSPs to be pre-
empted. More specifically, the objective function
could be any or a combination of the following:
• Preempt the connections that have the least

priority (preemption priority)
• Preempt the least number of LSPs
• Preempt the least amount of bandwidth that

still satisfies the request
After the preemption selection phase is fin-

ished, the selected LSPs must be torn down (and
possibly rerouted), releasing the reserved band-
width. The new LSP is established using the cur-
rently available bandwidth.

Our preemption policy [13] combines the
three objectives described above in its objective
function (weighted sum of the three criteria).
The policy can be adjusted by the service
provider in order to stress the desired criteria.
No particular criterion order is enforced. More-
over, our preemption policy is complemented by
an adaptive rate scheme. The resulting policy
reduces the number of preempted LSPs by
adjusting the rate of selected low-priority LSPs
that can afford to have their rate reduced in
order to accommodate a higher-priority request.
This approach minimizes service disruption and
rerouting decision and signaling.

When an LSP is to be set up on a path that
does not have enough reservable bandwidth, first
the algorithm checks whether there is enough
preemptable bandwidth in order to make room
for the new LSP. If the answer is yes, the weight-
ed preemption policy selects a single LSP for
preemption. This procedure is repeated until
enough LSPs have been preempted so that
enough free capacity is available for the new
LSP.

Weighted preemption policy:  Consider a
request for a new LSP setup with bandwidth b

and setup preemption priority p. When preemp-
tion is needed, due to lack of available
resources, the preemptable LSPs will be chosen
among the ones with lower preemption priority
(higher numerical value) in order to fit r = b –
Abw. The constant r represents the actual band-
width that needs to be preempted (the request-
ed, b, minus the available bandwidth on the
link, Abw).

In order to represent a cost for the preemp-
tion priority of LSP l, an associated cost y(l)
inversely related to the preemption priority p(l)
is defined. The bandwidth of LSP l is repre-
sented by b(l). To have the widest choice on
the overall objective each service provider
needs to achieve, a parameter H(l) is defined
for each LSP l .  H( l) is  given as the sum of
three components: αy(l), β and γ(b(l) – r)2.
αy(l) represents the cost of preempting LSP l,
β represents the choice of minimizing the num-
ber of LSPs to be preempted in order to fit the
request r, and γ(b(l) – r)2 penalizes a choice of
an LSP to be preempted that would result in
high bandwidth wastage. Coefficients α, β, and
γ are suitable weights that can be configured in
order to stress the importance of each compo-
nent in H(l).

H(l) is calculated for each LSP l. The LSPs
to be preempted are chosen as the ones with
smaller H that add enough bandwidth to accom-
modate r. If the value of H is equal for more
than one LSP, these LSPs are chosen in increas-
ing order of b(l). More details on the algorithm
are given in [13]. The algorithm’s output con-
tains the information about which LSPs are to
be preempted and the amount of bandwidth
preempted.

The decision to preempt an LSP may cause
other preemptions in the network. This is called
the preemption cascading effect, and different
cascading levels may be achieved by the preemp-
tion of a single LSP. The cascading levels are
defined in the following manner: when an LSP is
preempted and rerouted without causing any
further preemption, the cascading is said to be
of level 0. However, when a preempted LSP is
rerouted and, in order to be established in the
new route, also causes the preemption of other
LSPs, the cascading is said to be of level 1  and
so on.

LSP Routing — Route management deals with
deciding the routes for LSPs over a physical net-
work and for bandwidth requests over an MPLS
network. It is triggered by the arrival of either
an LSP setup request or a bandwidth reservation
request in MPLS networks.

In [14] we propose the new routing algo-
rithm Stochastic Performance Comparison
Routing Algorithm (SPeCRA). SPeCRA
attempts to adaptively choose the best routing
algorithm from a number of candidate algo-
rithms, each of which may be suited to a differ-
ent traffic mix.

SPeCRA behaves as a homogeneous Markov
chain where the optimal routing scheme is a
state of the chain that is visited at the steady
state with a certain probability. Aiming to reduce
the chance that we could leave the state due to
estimate error, a noise filter was introduced in
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SPeCRA. A state variable Q reduces the changes
from “good” to “bad” routing schemes by acting
as a threshold for the decision of switching
between two routing schemes. The algorithm is
detailed below.

Initial data: a set of possible routing schemes;
probability matrix R(a,b), which represents the
probability of choosing b as a candidate routing
scheme when the current routing scheme is a; an
initial routing scheme and a control interval T.
The state variable used for filtering purposes is
initialized as Q = 0.

At every iteration a subset of routing schemes
is chosen according to R(a,b); all LSP setup
requests arrived and ended during the current
interval of time are recorded. and an estimate of
the LSP setup rejection probability for each
routing scheme is calculated. The routing scheme
with smaller rejection probability is then selected
as a candidate for comparison with the current
routing scheme. The choice of switching routing
scheme is made as follows:

If the rejection probability pB(θ) of the cur-
rent scheme θ subtracted by the state variable
Q is larger than the rejection probability pB(θ′)
of the candidate routing scheme θ′, the algo-
rithm replaces the current routing scheme with
the candidate. If the rejection probability of
the current scheme subtracted by Q is smaller
than the candidate scheme’s rejection probabil-
ity, Q is updated by adding to its current value,
the probability of rejection of the candidate
minus the probability of rejection of the cur-
rent routing scheme divided by two. No routing
scheme update is performed, and the current
algorithm continues to run until a new decision
is made at the next control interval time. Under
very conservative assumptions, it is possible to
prove that the estimate of the order between θ
and θ′ in terms of LSP setup rejection proba-
bility is more robust than the estimate of the
cardinal values of the two LSP setup rejection
probabilities. In fact, if there are N indepen-
dent estimates of pB(θ) and pB(θ′) taken on N
different and nonoverlapping intervals, the
convergence rate of the estimated order to the
real order is an exponential function of N and
much larger than the convergence rate of the
cardinal estimates, whose variance approaches
0 with 1/N.

The simulation results presented in [14] show
that adaptively choosing between many different
fairly simple algorithms results in better perfor-
mance than using a single more complicated
computationally expensive algorithm.

MEASUREMENT AND PERFORMANCE
EVALUATION TOOL

The MPET is used to measure the network state
to be reported to the TET and also to check if
the TET decisions that have been implemented
have the intended effect on the network. Cur-
rently, we deem the available bandwidth as the
most important state variable in the network
that provides a sufficient glimpse of the network.
Thus, the MPET implementation measures the
available bandwidth of the network links reli-
ably.

Our available bandwidth measurement

approach [15] used in the MPET is based on
the use of MRTG where each router in the
domain is inquired through Simple Network
Management Protocol (SNMP) to obtain infor-
mation about the available bandwidth on each
of its interfaces. The most accurate approach
is to collect information from all  possible
sources at  the highest  possible frequency
allowed by the management information base
(MIB) update interval constraints. However,
this approach can be very expensive in terms
of signaling and data storage. Furthermore, it
can be redundant to have so much informa-
tion. We use a multistep linear predictor to
predict the future values of link utilization
based on past utilization values. We propose
to dynamically adapt the length of the predic-
tion interval and the number of past samples
based on the prediction error. Let us denote
the number of past measurements in predic-
tion p and the number of future samples that
can be reliably predicted h. We start with ini-
tial values p0 and h0, respectively, which are
adapted to the prediction performance in an
additive increase multiplicative decrease man-
ner. We bound h by hmin on the lower side
because small  values of h imply frequent
recomputation of the regression coefficients.
Also,  we l imit  p by pmax on the upper side
because large values of p increase the compu-
tational cost of the regression. Once the esti-
mates of the link utilization are obtained, we
can use either of the following two methods to
obtain the link available bandwidth. These
methods aim to obtain a single representative
value valid for the whole interval. The two
methods provide different estimates based on
the conservativeness requirements of the net-
work operator. The more conservative of the
two methods estimates the available band-
width for the duration of h samples as the dif-
ference between the l ink capacity and the
maximum estimated link utilization for the
duration. The less conservative method esti-
mates the available bandwidth as the differ-
ence between the link capacity and an effective
bandwidth metric obtained for the duration of
h samples.

SIMULATION TOOL
The ST is a comprehensive C code that imple-
ments each of the policies in use by the TET. In
order to help TEAM make optimal decisions,
the TET may use the ST to consolidate the deci-
sions made. The ST will simulate a network with
the current state of the managed network and
apply the decision of the TET to verify the
achieved performance. The TET management
tasks that can be simulated by ST include LSP
setup/dimensioning, LSP preemption, LSP
capacity allocation, LSP redimensioning, and
LSP routing.

The TET implementation, described next, is
such that the software can also work as the ST.
This is possible because the software is written
to respond in real time to the network events for
medium-sized networks. Real-time responsive-
ness is essential for the TEAM software since
network events have to be handled when they
occur.

The TET implemen-
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TEAM IMPLEMENTATION

We have a full-fledged next-generation Internet
routers physical testbed in BWN-Lab at Georgia
Tech, equipped with DiffServ capable routers
and switches manufactured by Cisco. In particu-
lar, we have a Cisco 7500 router with a Gigabit
Ethernet card and a layer 3 switch Catalyst 6500
with an enhanced Gigabit Ethernet card, among
other routers and switches. These routers and
switches are widely deployed in the backbones of
current high-speed networks. All of our routers
support MPLS and a variety of QoS technologies
such as RSVP and DiffServ. Currently all devices
are SNMP enabled, and different network mea-
surement tools like MRTG and Netflow have
been enabled and tested. During the analysis of
MRTG, a new improved version of the tool was
developed by our group, called MRTG++,
which allows managers to monitor traffic at up
to 10 s intervals rather than the original 5 min
sampling of MRTG, providing more fine-grained
detail about the state of the network. Our
testbed is connected via an OC3 link to Abilene,
the advanced backbone network of Internet2
society that supports development and deploy-
ment of new applications. We have performed
end-to-end QoS performance experiments with
NASA Goddard in Maryland. The objective of
the experiments is to study the advantages and
disadvantages of using DiffServ in a heteroge-
neous traffic environment. The traffic under
study is generated from voice, video, and data
sources. The testbed has been used as the plat-
form to implement and test the operation of
TEAM.

The implementation of TEAM must be able
to:
• Receive a request for bandwidth reservation

or LSP setup from the user

• Implement the proposed algorithms to
obtain good performance for routing, LSP
setup, and preemption

• Send commands and configure the testbed
to create LSPs and route the traffic on the
LSPs

• Reach a decision in a timely manner to han-
dle a large domain with 200 routers and
about 20,000 LSPs
The TEAM tool has been implemented to

run on a computer with the Linux OS. It was
successfully tested on RedHat 7.3, running ker-
nel 2.4.18 on a Pentium III at 800 MHz with 256
Mbytes RAM and 512 Mbytes swap space. The
first version requires a TFTP server to upload
the configuration to the routers. SNMP is
required to ensure communication between the
program and the routers. TEAM uses the net-
snmp library for the communication. Version 3
of SNMP is recommended to ensure secure
transmission of passwords. In order to process
bandwidth measurements, RRDTool and MRTG
are required. Also, the GNU Scientific Library is
required for matrix manipulation. The REA
library is used for computing k-shortest paths.
The program was successfully tested on a 40-
node network and 20,000 LSPs on our Pentium
III computer. The top-level design of TEAM is
shown in Fig. 2.

Each LSP record takes about 100 bytes in
addition to the path information. It takes 20
bytes for each hop in the path. The network
topology information takes about 24 bytes/node
and 40 bytes/link. The LSP setup decision pro-
cess takes O(PNlogN) time, where P is the aver-
age path length and N is the average number of
LSPs in a link.

TEAM is structured to be composed of two
parts: the server and the client. The server can
run at a high-performance station in order to

nnnn Figure 2. TEAM top-level design.
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keep track of all the information of the network.
The client connects to the server and sends com-
mands using a user interface protocol. Examples
of commands include the creation and destruc-
tion of LSPs, and requesting the topology of the
network.

THE SERVER
The server can be executed in two modes. The
first one is the TET mode, in which commands
are received from the user and configurations
are sent to the routers after a decision is made
by the program. The second one is the ST mode,
in which the MPLS domain is simulated in order
to study the network behavior when a decision is
applied.

When the server is run in TET mode, it stays
in the background ready to receive commands
from the client. It performs the following steps:
• Load the system-wide configuration file
• Obtain the network topology
• Obtain the initial LSP topology
• Prompt for user’s command
At any time the program gives the option to
print the current topology of the network, the
LSP database, and the request database. The
topology shows each node and all the links that
originate from it. For each link the capacity and
available bandwidth are shown. The LSP
database lists all LSPs TEAM is maintaining.
For each LSP the label, source, interface num-
ber, destination, priority, capacity, and path are
shown. Finally, the request database shows simi-
lar output. It prints all the requests being served
by TEAM at the moment. For each request, the
identification, source, destination, priority, and
bandwidth are shown. In addition, it shows the
label of the LSP serving the request.

TEAM can send commands to the routers
using SNMP or telnet. We adopted SNMPv3 in
order to keep communications secure. Unfortu-
nately, current MIBs are read-only and do not
allow the tool to establish LSPs directly. TEAM
instructs the router to retrieve a configuration
file from a TFTP server and merge it into the
current setting. Although the configuration is
unprotected, passwords are never sent in clear
text across the network.

In ST mode the server performs the same ini-
tial steps as in TET mode and then loads the
command file, reading one line at a time to sim-
ulate the traffic. At the end of the simulation,
the tool gives the option to show the topology,
the LSP database, and the request database in
the same way as before.

THE CLIENT
The client is the program used to send com-
mands to the server. It can be written and imple-
mented in any language as long as a specific user
interface protocol is used. The protocol exports
the basic functionality to control the MPLS
domain.

The program presents a menu with each com-
mand for a choice of user operations. For exam-
ple, in order to create an LSP, the program asks
from which node the LSP is being originated,
the destination, priority, and bandwidth. If the
path is already defined, just type in each hop of
the path. In order to facilitate selection of the

path, the client shows valid choices for each hop
in the path. When the LSP is created by the
server, the client is notified.

Similar behavior occurs for the establishment
of a request. The client asks for the source, des-
tination, priority, and bandwidth, and TEAM
creates the request. The client can also display
the topology of the network.

INPUT FILES
TEAM loads some information from a set of dif-
ferent files. We describe the format of these files
here. All these files are located in the input
directory, and their location can be modified in
the configuration file. All fields are separated by
a space.

The topology file contains the initial topology
of the network. The initial LSP file contains the
list of LSPs that will be in the database at the
start of execution of the program. The command
file is used to send commands to the system.
Before each entry, a sequence number (or time
component) should be included. This number is
used to identify events in the output files. It is
the time component of the simulation. The con-
figuration file controls how the program should
behave. It contains ON/OFF switches for each
feature of the system.

EXPERIMENTAL RESULTS
In this section we demonstrate the performance
of TEAM and show its operation by combining
each functionality mentioned before. Compari-
son of each TEAM functionality with current
state-of-the-art equivalent techniques has been
performed and can be found in our previous
work. Since to the best of our knowledge there
are no other comprehensive network managers
such as TEAM with such a diverse set of func-
tionalities, we compare TEAM to traditional
Internet managers.

The following experimental results are
obtained by simulating a network consisting of
40 nodes and 64 links, each with 600 Mb/s capac-
ity (OC-48). This network topology is based on
the backbone topology of a well-known Internet
service provider. We chose to run the experi-
ments on this simulated network to obtain a
more realistic scenario where the operation of
TEAM is visible. The traffic in the network con-
sists of aggregated bandwidth requests between
node pairs having two possible priorities. Priority
level 0 is the lower priority, which can be pre-
empted by higher-priority requests of level 1. We
model these traffic requests with Poisson process
arrivals and exponential durations. We divide
the simulations into two broad traffic scenarios
to represent significant conditions. These scenar-
ios are characterized by different traffic loads in
the network. We consider generalized medium
and focused high traffic loads to bring out the
contrast in traffic conditions, and observe the
effects on network performance and the differ-
ent actions taken by TEAM. We define the gen-
eralized medium traffic load as a traffic matrix
with equal values as the elements. On the other
hand, the focused high load scenario is repre-
sented by a matrix where elements correspond-
ing to node pairs on the opposite extremes of
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the network have twice the value of other node
pairs.

The routing algorithm employed by TEAM,
SPeCRA, uses many well-known algorithms for
performance comparison. This set can be modi-
fied depending on network requirements. In the
following experiments we used shortest path,
widest path, and maximum-utility-based routing
algorithms.

To evaluate the performance of TEAM as a
network manager, we consider both network
performance and the complexity associated with
TEAM. In particular, for performance we con-
sider the rejection of requests, load distribution,
cost of network measurements, and cost of pro-
viding service to the requests. The complexity is
measured by the number of actions performed
by TEAM and the level of the cascading effect
of these actions. We compare these metrics for a
network managed by TEAM and a network man-
aged by a traditional manager (TM), such as the

current Internet. We assume that in traditional
network management, the MPLS network topol-
ogy is static and the same as the physical net-
work. In this case the shortest path routing
algorithm is used for LSP establishment, there is
no LSP preemption, and there are no online net-
work measurements for adaptive network man-
agement.

THE GENERALIZED MEDIUM TRAFFIC LOAD
By running experiments with the generalized
medium traffic load, we observed that the LSP
setup and LSP routing (SPeCRA) techniques
played a major role compared to LSP preemp-
tion. In Fig. 3 we show the rejection ratio for
requests with and without TEAM. As we can
see, the rejection is 75 percent lower when
TEAM is managing the network. TEAM is able
to achieve lower rejection due to more efficient
load balancing than traditional network manage-
ment.

Next, we demonstrate the efficiency of TEAM
by comparing the performance with respect to
the minimum and average available bandwidths
for all the links in the network. In Fig. 4a we
plot the minimum available bandwidth.

We see that in the absence of TEAM, the
network links have lower minimum available
bandwidth than when TEAM is active. This is
attributed to the fact that the traffic load is
evenly distributed in the network using TEAM.
In Fig. 4b we show the average available band-
width in the network. We see that the values
when TEAM is employed are lower than those
when TM is employed. This gives the false
impression that the performance of TEAM in
this case is worse than that of the TM. However,
this is not correct, and it is still due to poor load
balancing by the traditional network manager. In
fact, when the load is not well distributed, few
links in the network are overloaded and the
rejection probability becomes higher. This obser-
vation is corroborated by the high rejection ratio
reported in Fig. 3. Summarizing, the average
available bandwidth in the network is lower
using TEAM because TEAM is allowing more
traffic to be carried.

nnnn Figure 3. Rejection ratio.
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In Fig. 5a we plot the cost of performing net-
work measurements. This cost is assumed to be
linearly proportional to the number of available
bandwidth measurements in the network. From
Fig. 5a we see that around 30 percent of
TEAM’s actions (like LSP setup, routing, and
preemption) required online measurement,
compared to the TM where there is no need for
network measurement since provisioning is
based on service level agreements and nominal
reservations. This null cost is depicted in the fig-
ure. Note that the measurement overhead has
been limited to such low values by the filtering
mechanisms in the individual TEAM techniques,
and is offset by the lower rejection of requests
and consequently higher revenue. In Fig. 5b we
plot the normalized costs of providing service in
the network . It is mainly representative of the
traffic switching cost that can be performed in
MPLS or IP mode. As is well known, it is less
expensive to switch traffic in MPLS mode than
in IP mode due to the simpler forwarding
mechanism of MPLS routers. The more LSPs
are created in the network, the lower the overall
switching cost for the traffic. However, the
lower switching cost has to be balanced with
high signaling cost attributed to each LSP
setup/redimension. Thus, TEAM provides an
optimal number of LSPs in the network by bal-
ancing the switching and signaling costs. This
optimal topology depends on the offered traffic,
and in this generalized medium traffic scenario
it is not as connected as a fully meshed topolo-
gy. For this optimal topology, the switching cost
is approximately 40 percent of that related to a
static network topology. This static topology has
the minimum number of LSPs as it corresponds
to the physical topology.

Next, we consider the TEAM operational
load; that is, the number of actions performed
by TEAM to handle the incoming bandwidth
requests.  We see that 19 percent of the
requests lead to activation of the LSP
setup/redimensioning procedure, whereas only
0.5 percent of the requests were provisioned
after preempting a pre-existing LSP. Most of

the LSPs were routed using the shortest path
routing algorithm because of the medium traf-
fic load in the network. However,  TEAM
chooses other routing algorithms like widest
path and maximum utility to achieve better
load balancing when the shortest path route is
overloaded.

For this traffic load, the cascading level is
always 0 as all preempted LSPs are reestablished
without causing any further preemptions. Thus,
the cascading effects of preempting LSPs, which
are undesirable, are absent in this medium traf-
fic load scenario.

THE FOCUSED HIGH TRAFFIC LOAD
By running experiments with the focused high
traffic load, we observed that the LSP preemp-
tion and LSP routing (SPeCRA) techniques
played a more significant role than LSP setup
and capacity allocation. In Fig. 6 we show the
rejection ratio for requests with and without
TEAM for priority levels 0 and 1. In the absence
of TEAM, we observe around 30 and 15 percent
rejection for low- and high-priority requests,
respectively. When TEAM is deployed in the
network, overall rejection is still 75 percent
lower than without TEAM. However, the rejec-
tion of high-priority requests is reduced tenfold
compared to a threefold decrease in low-priority
rejection. This considerable decrease in high-pri-
ority rejection is due to the combined effect of
load balancing and preemption introduced by
TEAM. The rejection of low-priority traffic is
also reduced, but not at the same scale because
only load balancing is active, without preemp-
tion.

Since preemption plays a significant role in
this traffic scenario, we present the effects of
various preemption policies on network perfor-
mance in terms of cascading. In high traffic load
scenarios, when preemption is significant the
cascading effects should be minimized because
cascading is undesirable. We studied the cascad-
ing effects for the weighted preemption policy
with different parameter choices. These results
are compared to a random selection of LSPs for

nnnn Figure 5. Cost: a) network measurements; b) service provisioning.
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preemption (RND), a commercial preemption
policy (P), and the case without preemption
(noTEAM).

The set of preemption policies we studied can
be summarized as:
• PB: Weighted preemption policy with β = 0

(priority is the most important factor and
selects the LSPs that minimize waste of
bandwidth).

• BN: Weighted preemption policy with α =
0 (bandwidth is the most important factor
and selects the minimum number of LSPs
to fit the new request).

• PN: Weighted preemption policy with γ = 0
(priority is the most important factor and
selects the minimum number of LSPs to fit
the new request).

• P: Only LSP priority is considered in the
selection.

• RND: LSPs are randomly selected for pre-
emption.

• noTEAM: The LSPs are not preempted.
When preemption policy PB was in use,

fewer LSPs were preempted and it caused less
cascading. This was expected because the algo-
rithm will preempt LSPs with low priority, which
will not propagate the preemption to other lev-
els. Consequently, preempted LSPs were
destroyed (not able to be rerouted). When BN
was used, cascading was higher than the first
case due to the fact that LSPs with higher prior-
ity could be preempted. The number of pre-
empted LSPs was also higher as a consequence.
However, the wasted bandwidth is smaller. Poli-
cy PN led to a smaller number of preempted
LSPs. This policy preempts larger LSPs (higher
wasted bandwidth) with low priority. Therefore,
it makes room for more connections to be set
up (improving the acceptance rate) and mini-
mizes the number of preempted LSPs. Com-
pared to PB, policy P resulted in a higher
number of preempted LSPs and a higher rate of
LSPs destroyed due to preemption. The cascad-
ing level was the same. However, the wasted
bandwidth was much higher. In the RND (ran-
dom) policy, the cascading effect was a lot

stronger due to the preemption of LSPs with
higher priority, which could then preempt other
LSPs. The wasted bandwidth is also much high-
er. When preemption was not allowed
(noTEAM), the cascading effects are obviously
not present. The results show that when pre-
emption is based on priority, cascading is not
critical since the preempted LSPs will not be
able to propagate preemption much further.
When bandwidth is considered, fewer LSPs are
preempted in each link and the wasted band-
width is low. The policy PB seems to combine
all these features, yielding the best results.

Next, we consider the TEAM operational
load in this focused high traffic scenario. The PB
preemption policy was implemented. We see
that 35 percent of the requests led to activation
of the LSP setup/redimensioning procedure, and
10 percent of the requests caused preemption of
pre-existing LSPs. In this scenario SPeCRA
chooses the widest path and maximum utility
routing algorithms more often than the shortest
path algorithm to achieve the desired load bal-
ancing.

CONCLUSIONS
Efficient and automated management of
MPLS/DiffServ networks is an open issue. The
goals of a network manager are QoS provision-
ing, efficient resource usage, and reduced risk of
congestions in the network. These objectives
should be achieved under variable and unpre-
dictable traffic conditions which are characteris-
tic of the current Internet. Toward this end, we
have proposed and implemented TEAM, a novel
network manager. TEAM performs efficient
resource and route management in the network
to achieve the desired objectives by using online
measurements of network state and reacting
instantly to network changes. We have shown
the implementation details of TEAM along with
experimental results to show how network per-
formance is improved using TEAM, at the
expense of limited increases in computational
and control efforts.

nnnn Figure 6. Rejection ratio: a) priority 0; b) priority 1.
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