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Abstract—The preemption policy currently in use in MPLS-en-
abled commercial routers selects LSPs for preemption based
only on their priority and holding time. This can lead to waste
of resources and excessive number of rerouting decisions. In this
paper, a new preemption policy is proposed and complemented
with an adaptive scheme that aims to minimize rerouting. The
new policy combines the three main preemption optimization
criteria: number of LSPs to be preempted, priority of the LSPs,
and preempted bandwidth. Weights can be configured to stress the
desired criteria. The new policy is complemented by an adaptive
scheme that selects lower priority LSPs that can afford to have
their rate reduced. The selected LSPs will fairly reduce their rate
in order to accommodate the new high-priority LSP setup request.
Performance comparisons of a nonpreemptive approach, a policy
currently in use by commercial routers, and our policies are also
investigated.

Index Terms—DiffServ, MPLS networks, preemption, Traffic
Engineering (TE).

I. INTRODUCTION

THE bandwidth reservation and management problem is
one of the most actively studied open issues in several

areas of communication networks. The objective is to maximize
the network resources utilization while minimizing the number
of connections that would be denied access to the network due
to insufficient resource availability. Load balancing is another
important issue. It is undesirable that portions of the network be-
come overutilized and congested, while alternate feasible paths
remain underutilized. These issues are addressed by Traffic En-
gineering (TE) [1].

Existing TE strategies do not allow different bandwidth
constraints for different classes of traffic to be considered in
constraint based routing decisions. Only a single bandwidth
constraint is considered for all classes, which may not satisfy
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the needs of individual classes. Where fine-grained optimiza-
tion of resources is sought, it is a must to perform TE at a
per-class rather than a per-aggregate level in order to improve
network performance and efficiency [2].

The Multiprotocol Label Switching (MPLS) technology is
a suitable way to provide TE [1]. However, MPLS by itself
cannot provide service differentiation, which brings up the
need to complement it with another technology capable of
providing such feature: the Differentiated Services (DiffServ).
By mapping the traffic from a given DiffServ class of service on
a separate MPLS Label Switched Path (LSP), DiffServ-aware
MPLS networks can meet engineering constraints which are
specific to the given class on both shortest and nonshortest path.
This TE strategy is called DiffServ-aware Traffic Engineering
(DS-TE) [2].

In [1], issues and requirements for Traffic Engineering in
an MPLS network are highlighted. In order to address both
traffic-oriented and resource-oriented performance objectives,
the authors point out the need for priority and preemption pa-
rameters as TE attributes of traffic trunks. A traffic trunk is de-
fined as an aggregate of traffic flows belonging to the same class
which are placed inside an LSP [2]. In this context, preemption
is the act of selecting an LSP which will be removed from a
given path in order to give room to another LSP with a higher
priority. More specifically, the preemption attributes determine
whether an LSP with a certain setup preemption priority can
preempt another LSP with a lower holding preemption priority
from a given path, when there is a competition for available re-
sources. The preempted LSP may then be rerouted.

Preemption can be used to assure that high-priority LSPs
can be always routed through relatively favorable paths within
a differentiated services environment. In the same context,
preemption can be used to implement various prioritized access
policies as well as restoration policies following fault events
[1]. Preemption policies have also been recently proposed in
other contexts. In [3], the authors developed a framework to
implement preemption policies in non-Markovian Stochastic
Petri Nets (SPNs). In a computing system context, preemption
has been applied in cache-related events. In [4], a technique to
bound cache-related preemption delay was proposed. Finally,
in the wireless mobile networks framework, preemption has
been applied to handoff schemes [5].

Although not a mandatory attribute in the traditional IP
world, preemption becomes indeed a more attractive strategy
in a differentiated services scenario [6], [7]. Moreover, in the
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emerging optical network architectures, preemption policies
can be used to reduce restoration time for high priority traffic
trunks under fault conditions [1]. Nevertheless, in the DS-TE
approach, whose issues and requirements are discussed in [2],
the preemption policy is again considered an important piece
on the bandwidth reservation and management puzzle, but no
preemption strategy is defined.

In this paper, a new preemption policy is proposed and
complemented with an adaptive scheme that aims to minimize
rerouting. The preemption policy (V-PREPT) is versatile,
simple, and robust, combining the three main preemption
optimization criteria: number of LSPs to be preempted, priority
of LSPs to be preempted, and amount of bandwidth to be
preempted. Using V-PREPT, a service provider can balance
the objective function that will be optimized in order to stress
the desired criteria. V-PREPT is complemented by an adaptive
scheme, called Adapt-V-PREPT. The new adaptive policy
selects lower priority LSPs that can afford to have their rate
reduced. The selected LSPs will fairly reduce their rate in
order to accommodate the new high-priority LSP setup request.
Heuristics for both simple preemption policy and adaptive pre-
emption scheme are derived and their accuracies are analyzed.
Performance comparisons among a nonpreemptive approach,
V-PREPT, Adapt-V-PREPT, and a policy purely based on
priority and holding time are also provided.

The rest of this paper is organized as follows. In Section II,
we introduce the preemption problem. A mathematical formu-
lation, a simple heuristic, and simulation results for the pro-
posed new policy, V-PREPT, are discussed in Section III. In
Section IV, we propose Adapt-V-PREPT. A mathematical for-
mulation for its optimization problem and heuristic are included
in this section, as well as example results. Performance evalu-
ation of V-PREPT, Adapt-V-PREPT, and a nonpreemptive ap-
proach are discussed in Section V. Section V also includes the
time complexity analysis of the proposed policies. Finally, the
paper is concluded in Section VI.

II. MPLS TECHNOLOGY AND PREEMPTION

PROBLEM FORMULATION

The basic idea behind MPLS is to attach a short fixed-length
label to packets at the ingress router of the MPLS domain.
These edge routers are called Label Edge Routers (LERs),
while routers which are capable of forwarding both MPLS and
IP packets are called Label Switching Routers (LSRs). The
packets are then routed based on the assigned label rather than
the original packet header. The label assignments are based on
the concept of Forwarding Equivalent Class (FEC). According
to this concept packets belonging to the same FEC are assigned
the same label and generally traverse through the same path
across the MPLS network. An FEC may consist of packets that
have common ingress and egress nodes, or same service class
and same ingress/egress nodes, etc. A path traversed by an FEC
is called a Label Switched Path (LSP). The Label Distribution
Protocol (LDP) and an extension to the Resource Reservation
Protocol (RSVP) are used to establish, maintain (refresh), and
teardown LSPs [8]. More details on MPLS and DiffServ can be
found in [8] and [9].

Fig. 1. Russian Doll model with three active CTs.

In this section we present the preemption problem formu-
lation in a DS-TE context. The fundamental requirement for
DS-TE is to be able to enforce different bandwidth constraints
for different sets of traffic classes. In [2], the definition of Class
Type (CT), previously formulated in [10], is refined into the fol-
lowing: the set of traffic trunks crossing a link in which a specific
set of bandwidth constraints is enforced.

DS-TE may support up to eight CTs: , . By
definition, each CT is assigned either a Bandwidth Constraint
(BC), or a set of BCs. Therefore, DS-TE must support up to eight
BCs: , . However, the network administrator
does not need to always deploy the maximum number of CTs,
but only the ones actually in use.

The Russian Doll Model (RDM) [11] is under discussion in
the IETF Traffic Engineering Working Group for standardiza-
tion in the requirements for DiffServ MPLS TE draft ([2], to
become RFC). Other models have been proposed, such the the
Maximum Allocation Model (MAM) [12], and Maximum Allo-
cation with Reservation (MAR) [13]. In [14], the author com-
pares the three models and concludes that RDM is a better match
to DS-TE objectives and recommends the selection of RDM as
the default model for DS-TE.

The Russian Doll Model may be defined as follows [11]:

• Maximum number of BCs is equal to maximum number
of ;

• All LSPs from must use no more than (with
, and , for ), i.e.,:

— All LSPs from use no more than ;
— All LSPs from and use no more than ;
— All LSPs from , , and use no more than

;
— ...
— All LSPs from , , , , , ,

, and use no more than .
To illustrate the model, assume only three CTs are activated

in a link and the following BCs are configured: ,
, and . Fig. 1 shows the model in a pic-

torial manner (nesting dolls). could be representing the
best-effort traffic, while the nonreal-time traffic, and
the real-time traffic. Following the model, could use up
to 100% of the link capacity given that no or traffic
would be present in that link. Once comes into play, it
would be able to occupy up to 80% of the link, and would
be reduced to 20%. Whenever traffic would also be routed
in that link, would then be able to use up to 50% by itself,
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TABLE I
TE-CLASSES AND RESERVED BANDWIDTHS FOR EXAMPLE

would be able to use up to 30% by itself, while could
use up to 20% alone.

Two preemption attributes were defined in [1]: setup preemp-
tion priority, , and holding preemption priority, . These pa-
rameters may be configured as having the same value or dif-
ferent values and must work across Class Types, i.e., if LSP1
contends for resources with LSP2, LSP1 may preempt LSP2 if
LSP1 has a higher setup preemption priority (lower numerical
value) than LSP2’s holding preemption priority, regardless of
their CTs.

In [2], the TE-Class concept is defined. A TE-Class is com-
posed of a unique pair of information—a Class Type, , and
the preemption priority assigned to that Class Type, , which
can be used as the setup preemption priority , as the
holding preemption priority , or both :

-

where , , .
By definition there may be more than one TE-Class using

the same CT, as long as each TE-Class uses a different pre-
emption priority. Also, there may be more than one TE-Class
with the same preemption priority, provided that each TE-Class
uses a different CT. The network administrator may define the
TE Classes in order to support preemption across CTs, to avoid
preemption within a certain CT, or to avoid preemption com-
pletely, when so desired. To ensure coherent operation, the same
TE Classes must be configured in every Label Switched Router
(LSR) in the DS-TE domain.

As a consequence of this per-TE-Class treatment, the Inte-
rior Gateway Protocol (IGP) needs to advertise separate TE in-
formation for each TE-Class, which consists of the Unreserved
Bandwidth (UB) information [15]. The UB information will be
used by the routers, checking against the Russian Doll parame-
ters, to decide whether to preempt an LSP.

Following the example in [15] on how to compute , (UB
[TE-Class ]), we assume that the Russian Doll bandwidth con-
straint model is in use. We define as the total band-
width reserved for all LSPs belonging to and that have
a holding preemption priority of . The unreserved bandwidth
(UB) for each TE-Class can be calculated using
the following formula:

for and

for and

For example, suppose a link with 100 Mb/s and only four
active TE Classes, as shown in Table I. Also, suppose a Russian

Doll bandwidth constraint model with and
. Using the above-described formula we calculate

Note that a new LSP setup request from TE-Class 0 could
be accepted, if it requires less than , preempting bandwidth
from TE-Class 1, or TE-Class 2, or TE-Class 3, or from any
combination of them. A new LSP setup request belonging to
TE-Class 1 could be accepted, if it requires less than , pre-
empting bandwidth from LSPs from TE-Class 2, or TE-Class 3,
or from both. A new LSP setup request belonging to TE-Class
2 would be rejected since the whole is already in use. A
new LSP setup request from TE-Class 3 could only be accepted
if it requires less than , since LSPs from TE-Class 3 cannot
preempt any other LSPs.

It is important to mention that preemption can be reduced if
an alternative shortest-path route (e.g., second or third shortest-
path) can be considered. Even in that case, preemption may be
needed as such path options may also be congested. In a fixed
shortest-path routing approach, preemption would happen more
frequently.

In the case in which preemption will occur, a preemption
policy should be activated to find the preemptable LSPs with
lower preemption priorities. Now an interesting question arises:
which LSPs should be preempted? Running preemption exper-
iments using CISCO routers (7204VXR and 7505, OS version
12.2.1), we could conclude that the preempted LSPs were al-
ways the ones with the lowest priority, even when the bandwidth
allocated was much larger than the one required for the new LSP.
This policy would result in high bandwidth wastage for cases in
which rerouting is not allowed. An LSP with a large bandwidth
share might be preempted to give room to a higher priority LSP
that requires a much lower bandwidth.

A new LSP setup request has two important parameters:
bandwidth and preemption priority. In order to minimize
wastage, the set of LSPs to be preempted can be selected by
optimizing an objective function that represents these two
parameters, and the number of LSPs to be preempted. More
specifically, the objective function could be any or a combina-
tion of the following [6], [7], [16].

1) Preempt the connections that have the least priority (pre-
emption priority). The QoS of high priority traffic would
be better satisfied.

2) Preempt the least number of LSPs. The number of LSPs
that need to be rerouted would be lower.
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Fig. 2. Flowchart for LSP setup procedure.

3) Preempt the least amount of bandwidth that still satisfies
the request. Resource utilization would be improved.

After the preemption selection phase is finished, the selected
LSPs must be torn down (and possibly rerouted), releasing the
reserved bandwidth. The new LSP is established, using the cur-
rently available bandwidth. The UB information is then updated.
Fig. 2 shows a flowchart that summarizes how each LSP setup
request is treated in a preemption enabled scenario.

In [16], the authors propose connection preemption poli-
cies that optimize the discussed criteria in a given order of
importance: number of connections, bandwidth, and priority;
and bandwidth, priority, and number of connections. In [17],
a scheduling heuristic that takes into account the bandwidth
and priority of bandwidth allocation requests is proposed. The
scheduling heuristic can preempt, or degrade in a continuous
manner, already scheduled requests. A request is characterized
by a certain amount of bandwidth, a start time, an end time,
a priority level, and a utility function chosen between a step
function, a concave function or a linear function. The novelty
in our approach is to propose an objective function that can be
adjusted by the service provider in order to stress the desired
criteria. No particular criteria order is enforced. Moreover, our
preemption policy is complemented by an adaptive rate scheme.
The resulting policy, reduces the number of preempted LSPs by
adjusting the rate of selected low-priority LSPs that can afford
to have their rate reduced in order to accommodate a higher
priority request. This approach minimizes service disruption,
and rerouting decisions. To the best of our knowledge, such a
comprehensive solution for the preemption problem has not
been investigated before.

III. V-PREPT: A VERSATILE PREEMPTION POLICY

In this section, a mathematical formulation for V-PREPT is
presented, a simple heuristic is proposed, and simulations re-
sults are shown to compare both approaches. Considerations
about how to implement V-PREPT to preempt resources on a
path rather than on a link are discussed next.

A. Preempting Resources on a Path

It is important to note that once a request for an LSP setup
arrives, the routers on the path to be taken by the new LSP need
to check for bandwidth availability in all links that compose
the path. For the links in which the available bandwidth is not
enough, the preemption policy needs to be activated in order
to guarantee the end-to-end bandwidth reservation for the new
LSP. This is a decentralized approach, in which every node on
the path would be responsible to run the preemption algorithm
and determine which LSPs would be preempted in order to fit
the new request. A decentralized approach may sometimes not
lead to an optimal solution.

In another approach, a “manager entity” runs the preemption
policy and determines the best LSPs to be preempted in order
to free the required bandwidth in all the links that compose the
path. A unique LSP may be already set in between several nodes
on that path, and the preemption of that LSP would free the
required bandwidth in many links that compose the path.

Both centralized and decentralized approaches have their ad-
vantages and drawbacks. A centralized approach is more pre-
cise, but requires that the whole network state be stored and
updated accordingly, which raises scalability issues. In a net-
work where LSPs are mostly static, an off-line decision can be
made to reroute LSPs and the centralized approach could be ap-
propriate. However, in a dynamic network in which LSPs are
setup and torn down in a frequent manner, the correctness of the
stored network state could be questionable. In this scenario, the
decentralized approach would bring more benefits, even when
resulting in a nonoptimal solution. A distributed approach is also
easier to be implemented due to the distributed nature of the cur-
rent Internet protocols.

Since the current Internet routing protocols are essentially a
distributed approach, we chose to use a decentralized LSP pre-
emption policy. The parameters required by our policies are cur-
rently available for protocols such as OSPF or are easy to be de-
termined.

B. Mathematical Formulation

We formulate our preemption policy, V-PREPT, with an in-
teger optimization approach. Consider a request for a new LSP
setup with bandwidth and setup preemption priority . When
preemption is needed, due to lack of available resources, the
preemptable LSPs will be chosen among the ones with lower
holding preemption priority (higher numerical value) in order to
fit . The constant represents the actual band-
width that needs to be preempted (the requested, , minus the
available bandwidth on link ).

Without loss of generality, we assume that bandwidth is avail-
able in bandwidth modules, which implies that variables such as

and are integers.
Define as the set of active LSPs having a holding preemp-

tion prioritylower (numerically higher) than . We denote the
cardinality of by . is the bandwidth reserved by LSP

, expressed in bandwidth modules and is the holding
preemption priority of LSP .

In order to represent a cost for each preemption priority, we
define an associated cost inversely related to the holding
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Fig. 3. V-PREPTs optimization formulation.

preemption priority . For simplicity, we choose a linear re-
lation . We define as a cost vector with com-
ponents, . We also define as a reserved bandwidth vector
with dimension , and components .

The vector is the optimization variable. is composed of
binary variables, each defined as follows:

if LSP is preempted
otherwise.

(1)

For example, assume there exist three LSPs, ,
with reserved bandwidth of 3 Mb/s, 2 Mb/s, and 1 Mb/s, respec-
tively. Consider that , , . Conse-
quently, , , , , and

. means that LSPs and are chosen
to be preempted.

Concerning the objective function, as reported in the Sec-
tion III-A, three main objectives can be reached in the selection
of preempted LSPs:

• minimize the priority of preempted LSPs,
• minimize the number of preempted LSPs,
• minimize the preempted bandwidth.

To have the widest choice on the overall objective that each
service provider needs to achieve, we define the following ob-
jective function , which for simplicity is chosen as a weighted
sum of the above-mentioned criteria:

(2)

where the term represents the preemption priority of pre-
empted LSPs, represents the number of preempted LSPs
( is a unit vector with adequate dimension), and repre-
sents the total preempted capacity. Coefficients , , and are
suitable weights that can be configured in order to stress the im-
portance of each component in .

The following constraint ensures that the preempted LSP’s
release enough bandwidth to satisfy the new request:

(3)

Fig. 3 contains a summary of the proposed integer program
for our preemption policy, named V-PREPT.

C. Heuristic

The choice of LSPs to be preempted is known to be an
NP-complete problem [18]. For networks of small and medium
size, or for a small number of LSPs, the online use of an
optimization tool is a fast and accurate way to implement
V-PREPT. However, for large networks and large number of
LSPs, a simple heuristic that could approximate the optimal
result would be preferable.

Fig. 4. Heuristic for V-PREPT.

In order to simplify the online choice of LSPs to be pre-
empted, we propose the following equation, used in V-PREPT’s
heuristic (Fig. 4):

(4)

In this equation, represents the cost of preempting LSP
, represents the choice of a minimum number of

LSPs to be preempted in order to fit the request , and
penalizes a choice of an LSP to be preempted that would

result in high bandwidth wastage.
In V-PREPT’s heuristic, is calculated for each LSP. The

LSPs to be preempted are chosen as the ones with smaller
that add enough bandwidth to accommodate . The respective
components in the vector are made equal to one for the se-
lected LSPs.

In case contained repeated values, the sequence of choice
follows the bandwidth reserved for each of the regarded LSPs,
in increasing order. For each LSP with repeated , we test
whether the bandwidth assigned to that LSP only is enough
to satisfy . If there is no such LSP, we test whether the band-
width of each of those LSPs, added to the previously preempted
LSPs’ bandwidth is enough to satisfy . If that is not true for
any LSP in that repeated value sequence, we preempt the
LSP that has the larger amount of bandwidth in the sequence,
and keep preempting in decreasing order of until is satisfied
or the sequence is finished. If the sequence is finished and is
not satisfied, we again select LSPs to be preempted based on an
increasing order of . More details on the algorithm to imple-
ment V-PREPT’s heuristic are shown in Fig. 4.
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TABLE II
BANDWIDTH AND COST INFORMATION FOR SIMULATIONS

The output of the algorithm is , which contains the informa-
tion about which LSPs are to be preempted and the variable pre-
empt contains the amount of bandwidth preempted. In a much
larger network, our heuristic would still be very simple to com-
pute when compared to the optimization problem described in
(2) and (3).

D. Example

Consider a network composed of 16 LSPs with reserved
bandwidth in Mb/s, preemption holding priority , and cost

, as shown in Table II. In this example, eight TE-Classes are
active.

Suppose the network operator decides to configure ,
indicating that the number of LSPs preempted is not important
(rerouting is allowed and not expensive: small topology),
and , indicating that preemption priority and preempted
bandwidth are more important.

A request for an LSP establishment arrives with
Mb/s and (highest possible priority, which implies

that all LSPs with in Table II will be considered when
running the algorithms). From (2) and (3), we formulate the
following optimization problem:

Minimize ,
subject to , with and defined as in Table II.
Using an optimization tool to solve the above optimization

problem, one will find that LSPs , , and are selected for
preemption.

Suppose the network operator decides that it is more appro-
priate to configure , , and , because in this
network rerouting is now cheaper, LSP priority is again very im-
portant, but bandwidth is not a critical issue. The optimization
problem now becomes:

Minimize ,
subject to , in which case, LSPs and are

selected for preemption.
To take into account the number of LSPs preempted, the pre-

emption priority, and the amount of bandwidth preempted, the
network operator may set . In that case, LSPs

and are selected.
From the above example we can observe that when the

number of LSPs preempted was not an issue, three LSPs adding
exactly the requested bandwidth, and with the lowest priority
were selected. When a possible waste of bandwidth was not an
issue, two LSPs were selected, adding more bandwidth than
requested, but with lower preemption priority. Considering
the three factors as crucial, two LSPs are preempted, and in

Fig. 5. Comparison between V-PREPT’s optimization formulation and
heuristic.

this case adding exactly 155 Mb/s with the lowest possible
preemption priorities.

If a balance amongst the three objectives is sought, the coef-
ficients , , and need to be configured in a proper manner.
In our example, is multiplying a term that could be any value
between 1 and (1 and 60), is multiplying a number be-
tween 1 and (total number of LSPs in the link: 1 and 16),
and is multiplying a number between and (1 and
651). It is very likely that neither the number multiplied by
nor the number multiplied by will be large when compared
to the number multiplied by , which will be of the order of .
Depending on the value of , the factor in the objective func-
tion can be quite large when compared to the other two terms.
As an example, assume a request arrives for an LSP requesting

. If only priority is selected as the most important cri-
teria , LSPs and would be selected
for preemption. When number of preempted LSPs would be the
criteria of consideration , LSP would
be selected, releasing 100 Mb/s. If bandwidth is the only impor-
tant criteria, LSPs and could be selected, adding exactly
90 Mb/s. Following our previous analysis, the coefficients could
be selected as follows, when a balance is sought: ,
and . In that case, two LSPs would be selected for
preemption, LSPs and , adding 100 Mb/s, but both with
the least priority. We analyzed the sensitivity of the objective
function to the coefficients, and determined that, in this case,
the same LSPs were selected for preemption when ,

, and .
Using the same data as in Table II, and with

, we varied the value of the request and compared the re-
sults found by V-PREPT’s optimization formulation (Fig. 3)
and heuristic (Fig. 4), regarding the final cost achieved, calcu-
lated by (2). Fig. 5 shows the result of these tests.

Figs. 6–8 show results for V-PREPT’s heuristic and opti-
mization problem when only the preemption priority, only the
number of LSPs preempted, or only the amount of preempted
bandwidth is important, respectively.
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Fig. 6. V-PREPT’s optimization and heuristic when � = 10, � = 0,  = 0.

Fig. 7. V-PREPT’s optimization and heuristic when � = 0, � = 1,  = 0.

Figs. 6 and 7 show the perfect accuracy of V-PREPT’s
heuristic for the considered cases. The results in Fig. 5 and in
Fig. 8 show that the heuristic finds a similar solution for most
of the cases, and that when increases the heuristic leads to a
slightly higher cost—a price paid because the heuristic follows
a much simpler approach. When comparing the bandwidth
request to the already setup bandwidth reservations, we ob-
serve that when is comparable to one or two LSP reservations
(which is a more likely scenario) the heuristic always finds a
similar cost solution. The zig-zag effect on the graphic is due
to the preemption of LSPs that add more bandwidth than the
request , which increases the value found by the cost function.
When the next request is considered, and the new selected
LSPs add exactly or about the same value as the new , the cost
function is reduced, therefore the zig-zag occurs.

Fig. 9 shows V-PREPT’s optimal and heuristic results for the
preemption cost when 200 LSPs share a link in which preemption
needs to beperformed. The parameters , , and wereset to unit
values. The LSPs’ bandwidth varied from 1 Mb/s to 100 Mb/s.
The results (for several values of bandwidth request ) corrobo-
rate the previous conclusions about the heuristic’s accuracy.

Fig. 8. V-PREPT’s optimization and heuristic when � = 0, � = 0,  = 1.

Fig. 9. V-PREPT’s results for a link with 200 LSPs, � = � =  = 1.

IV. ADAPT-V-PREPT: V-PREPT WITH ADAPTIVE

RATE SCHEME

In this section we complement V-PREPT with an adaptive
rate scheme. In Section III, when a set of LSPs was chosen
to be preempted, those LSPs were torn down and could be
rerouted, which implied extra signaling and routing decisions.
In order to avoid or minimize rerouting, we propose to reduce
the number of preempted LSPs by selecting a few low-priority
LSPs that would have their rate reduced by a certain maximum
percentage in order to accommodate the new request. After
an LSP is selected for rate reduction, there will be signaling
to inform the originating LSR of the rate reduction. However,
after the rate reduction is made in the originating LSR, the
same RSVP signaling previously used to refresh the LSP will
now be used to announce the new rate to every LSR in the LSP
route. No additional signaling would be needed, and therefore
less signaling effort is necessary overall when compared to
tearing down, rerouting and setting up a new LSP. In the future,
whenever there exists available bandwidth in the network,
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the lowered-rate LSPs would fairly increase their rate to the
original reserved bandwidth.

Some applications such as nonreal-time video or data transfer
can afford to have their transmission rate reduced, and would
be the most likely to be assigned to such TE Classes. By re-
ducing the rate in a fair fashion, the LSPs would not be torn
down, there would not be service disruption, extra setup and
tear down signaling, or rerouting decisions. In DiffServ, traffic
aggregates assigned to the Assured Forward Per-Hop Behavior
(AF PHB) would be the natural candidates for rate reduction.
Whereas Expedited Forward Per-Hop Behavior (EF PHB) sup-
ports services with “hard” bandwidth and jitter guarantees, the
AF PHB allows for more flexible and dynamic sharing of net-
work resources, supporting the “soft” bandwidth and loss guar-
antees appropriated for bursty traffic [9].

Next, we present a mathematical formulation for the new
adaptive policy, called Adapt-V-PREPT, followed by a simple
heuristic that approximates the results provided by the optimiza-
tion problem. Simulation results are shown to stress the accu-
racy of the proposed heuristic. Comparison with V-PREPT’s
simulation results of Section III are also included, taking into
account costs and rewards of both approaches. We again chose a
decentralized approach to solve the rate reduction problem on a
path (link by link). The policy is individually run in every router
that composes the selected path, starting from the destination
and going toward the origin. Each decision is locally taken by
the respective router, avoiding race conditions.

A. Mathematical Formulation

Similarly to V-PREPT, again we formulate the preemption
policy as an integer optimization problem.

We assume that bandwidth is available in bandwidth mod-
ules, and define (cardinality ) as a set of active LSPs with
holding preemption priority lower than the setup preemption
priority of the new LSP, and that can afford to have their rate
reduced. Therefore, . The parameters , , and have
the same context as in Section III.

We define as the total number of bandwidth modules allo-
cated to LSPs that can be preempted or have their rate reduced:

(5)

We also define vector with components, representing
the bandwidth modules reserved by an active LSP :

, where

if module belongs to
otherwise.

(6)

is a matrix, , composed of vectors . We define
the vector as .

We again define as a priority vector, now with com-
ponents, where each component is the priority of the
bandwidth module . Every bandwidth module of an LSP has
the same cost value, which implies that is composed of a se-
ries of repeated values (as many as the number of modules in

each LSP). Vectors and are the variables to be optimized,
and are defined as follows.

Vector is composed of binary variables:

if module is preempted
otherwise.

(7)

A binary component means that the th band-
width module is preempted in order to reduce that LSP’s rate
and make room to satisfy the request of bandwidth modules.

Vector is composed of binary variables, and follows the
same definition as in Section III, equation (1).

Note that the optimization variables are binary and their total
number is .

For example, assume there exists three LSPs that can afford
to have their rate reduced, , with reserved band-
width of 3 Mb/s, 2 Mb/s, and 1 Mb/s, respectively. Assume
bandwidth module of 1 Mb/s. The size of the set of bandwidth
modules can be calculated with (5): . Each LSP can be
represented by the following bandwidth module vectors (6).

modules 1, 2, and 3 belong to .
modules 4 and 5 belong to .
module 6 belongs to .

Let us assume that , , .
Consequently, , , , and

.
We define the following new objective function :

(8)

where represents the priority of preempted bandwidth
modules, represents the number of preempted LSPs,
represents the total preempted capacity, and repre-
sents the bandwidth module cost per LSP, proportional to the
number of modules reserved by the LSP. Coefficients , and

are used for the same purpose as in Section III, equation (2):
in order to stress the importance of each component in .

As for constraints, we must make sure that the bandwidth re-
quirement is met, that all the bandwidth modules from an LSP
are made available when that LSP is preempted, that the respec-
tive modules for the LSPs that will reduce their rate are also
preempted, and that the preempted rate will not be more than

of the reserved bandwidth for that LSP.
We represent these constraints as follows, remarking that the

greater than and less than signs are considered in a row-by-row
relation between the matrices:

(9)

where means the diagonal values of the matrix displayed
in a column vector.

The first constraint implies that the number of preempted ca-
pacity modules should be equal or greater than the request. The
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Fig. 10. Adapt-V-PREPT’s optimization formulation.

remaining constraints imply that when an LSP is preempted, all
the capacity modules belonging to it should be preempted, that
the respective modules for the LSPs that will reduce their rate
are also preempted, and that the preempted rate is no more than

of the actual reserved bandwidth for that LSP. The total
number of constraints is .

Fig. 10 contains a summary of Adapt-V-PREPT’s integer
program.

B. Adapt-V-PREPT’s Heuristic

As discussed before, the choice of LSPs to be preempted or to
have their rate reduced is an NP-complete problem. In order to
simplify and expedite the online choice of LSPs for preemption,
we propose to use a simple heuristic shown to be as accurate as
the optimization formulation illustrated in Fig. 10.

When using Adapt-V-PREPT, a new LSP setup request is
treated differently. First, we test whether there is enough band-
width among the preemptable LSPs in order to fit the new re-
quest . If , we proceed. If that is not true, the LSP
setup request is rejected. Suppose there is enough bandwidth.
Now we test whether there are LSPs that can afford to reduce
their rate. If not, we run V-PREPT (Fig. 4) and choose the LSPs
that will be preempted and rerouted. If , we test whether
the bandwidth occupied by these LSPs is enough to fit . If yes,
we run Adapt-V-PREPT (Fig. 12), which will be explained in
detail in the following, and choose the LSPs that will reduce
their rate by a maximum of or that will be completely pre-
empted in order to accommodate . If the bandwidth allocated
to the LSPs that can reduce their rate is not enough to fit , we
execute V-PREPT to choose one LSP to be preempted and test
again if the remaining required bandwidth, preempt can be
made free by reducing the rate of the LSPs in ( preempt ac-
cumulates the total preempted bandwidth amount). If the avail-
able bandwidth is still not enough, we again run V-PREPT, this
time preempting two LSPs. Another test is made to see whether
the remaining bandwidth can be accommodated by reducing the
rate of elements and so on. Fig. 11 illustrates the new LSP
setup procedure.

We propose the following equation, used in Adapt-V-
PREPT’s heuristic algorithm (Fig. 12):

(10)

In this equation, represents the cost of preempting an
LSP, represents the choice of a minimum number of LSPs for
preemption or rate reduction, represents the amount of band-
width to be preempted, and represents an additional cost

Fig. 11. Flowchart for LSP setup procedure with adaptive preemption policy.

Fig. 12. Heuristic for Adapt-V-PREPT.

by bandwidth module. This cost is calculated as the inverse of
the amount of bandwidth reserved for the considered LSP. In this
way, an LSP with more bandwidth modules will be more likely
to be preempted than one with just a few number of modules.
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Our heuristic for Adapt-V-PREPT uses to determine the
choice of bandwidth modules that will be preempted (some-
times resulting in a whole LSP being preempted). is calcu-
lated for each LSP in and it does not depend on the request
value . Again, is sorted in increasing order with repeated
values being ordered by increasing associated bandwidth .

Fig. 12 illustrates the heuristic algorithm. The following input
data is given: the set ; the request ; the parameters , , ;
the vectors and containing bandwidth and cost information
for each LSP in , respectively; the maximum reduced rate per
LSP in percentage ; and the amount of bandwidth already pre-
empted in a previously run V-PREPT algorithm, preempt. The
algorithm calculates and the preemptable bandwidth (number
of modules) for each LSP,

: no more than of .
Following the sorted vector, and while the total preempted

amount is not larger or equal to , we test whether is less
than preempt . If that is true, the whole LSP will be pre-
empted, will be set to 1, and all the respective modules
will be also made equal to 1. If not, we preempt module by
module of LSP until we reach either the amount requested or
the maximum value: . The vector is always updated
with the respective preempted modules being set to 1. After that,
if the requested amount is still not reached, we choose a new
LSP from the sorted and repeat the described process.

The output of the algorithm is and , which contain in-
formation about which LSPs are to be preempted or have their
rate reduced and by how much, respectively. Adapt-V-PREPT’s
heuristic is very accurate, as shown in the example discussed
next.

C. Example

Consider the same network proposed in Section III-D.
Now suppose that LSPs , , , , and are not
available for rate reducing, which means that

. The vectors , ,
and are now composed of the bandwidth, holding preemption
priority, and cost assignments for these LSPs only.

We run several simulations varying the value of in order
to compare the cost of rate reduction and preemption, and with

, which means that the network operator con-
sidered all the criteria with the same importance. Moreover, the
parameter was configured as , indicating that each
LSP in is willing to have its rate reduced by a maximum 50%
of the bandwidth already reserved for it. Fig. 13 shows a chart
that illustrates the results obtained for several different requests
. The labels indicate that the rate of that LSP was reduced,

while the labels indicate that the whole LSP was preempted to
satisfy the request . Note that rate reduction never overcomes
the 50% total bandwidth limit on each LSP.

Fig. 14 shows the accuracy of our heuristic for Adapt-V-
PREPT. The heuristic obtains the same results found by the op-
timization formulation. Several other cases were run and the re-
sults found by the optimization and heuristic always matched.

To illustrate the case in which is larger than total bandwidth
reserved by LSPs in , suppose a request for ar-
rives. We observe that , which is less than . In
this case, following the flowchart in Fig. 11, we run V-PREPT

Fig. 13. Rate reduction and preemption for several values of r.

Fig. 14. Optimization and heuristic for Adapt-V-PREPT.

and keep selecting LSPs to be preempted until preempt

is less than the bandwidth of the remaining LSPs in . This
means that LSPs , , , , , and are preempted, re-
sulting in , using V-PREPT’s heuristic
(Fig. 4). The remaining bandwidth, , is now
suitable for Adapt-V-PREPT (Fig. 12). Running this heuristic,
we realize that LSPs , , , , and are preempted com-
pletely, making , and LSP reduces its rate
by 5 Mb/s, which results in a total of exactly 600 Mb/s available
bandwidth for the new LSP setup request.

V. PERFORMANCE EVALUATION

In order to highlight the benefits of a preemption enabled
scenario, we grouped the priority levels into three categories:
low ; medium ; and high .
We perform a simulation in which LSP setup requests were
generated randomly in time (average 1.5 per second), with
random bandwidth request (varying from 1 to 10 Mb/s),
random priority level (0–7), and exponentially distributed
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Fig. 15. LSP setup probability for preemptive and nonpreemptive scenarios.

holding time with average 500 seconds. The total capacity per
link was 155 Mb/s. The Abilene network topology was consid-
ered. We observed the probability of a successful LSP setup for
low, medium, and high level priorities for preemption-enabled
and nonpreemptive approaches as well as the probability of
rerouting. Prept-Priority is a preemption policy in which LSPs
are selected first based only on their priority (LSPs with lower
priority are selected), and then on their “age” (holding time). It
selects the LSPs with lower priority and then the one that has
been established for the longest time (“older”). This policy is
similar to the one currently in use in CISCO routers.

Fig. 15 illustrates the results obtained for each priority cat-
egory. For the nonpreemptive approach, the probability of LSP
setup does not change with priority level. However, in a preemp-
tive approach, low priority LSPs will be rerouted, while high pri-
ority LSPs will be more stable, always using the best path and
only being rerouted in case of link failure. LSP setup probability
is the same for V-PREPT and Adapt-V-PREPT heuristics due
to the fact that in the worst case Adapt-V-PREPT will also pre-
empt the whole LSP.

For a nonpreemptive approach rerouting will only happen
when link failure occurs, and we denote a probability of 0.01 for
that event (a common value used for failure estimation in current
networks). Fig. 16 shows the rerouting probability. For lower
priority and medium priority LSPs, the rerouting probability is
higher. For high priority traffic, the probability is almost the
same as for nonpreemptive approach, since this kind of traffic
will not be preempted by other traffics. The rerouting probability
for Adapt-V-PREPT’s heuristic is smaller for medium and low
priority traffic, and would depend on the request , since the
LSPs would have their rate reduced to fit the new request, which
implies less preemption and consequently less rerouting.

In Fig. 17, Prept-Priority and our preemption policies,
V-PREPT and Adapt-V-PREPT, are compared by calculating
a cost for each solution and for each request , using the same
cost definition: ,
where is the total bandwidth preempted by the new LSP, and

, , and are the same vectors defined earlier in this paper.
This cost function gives more importance to the priority of the
preempted LSPs , but it also includes the number of

Fig. 16. LSP rerouting probability for preemptive and nonpreemptive
scenarios.

Fig. 17. Cost for Prept-priority, V-PREPT, and Adapt-V-PREPT.

preempted LSPs , the preempted bandwidth , and a
penalization regarding bandwidth wastage and number of LSPs
preempted . The results for the three policies
coincide when the chosen LSPs to be preempted are exactly
the same. The final cost achieved by the preemption policy
complemented by the adaptive rate scheme (Adapt-V-PREPT)
is significantly smaller than the one obtained by the preemption
policy (V-PREPT) by itself and than the one obtained by
Prept-Priority. Moreover, signaling costs are reduced due to the
fact that rerouting is performed less frequently.

The nonmonotonicity of Prept-Priority’s curve in Fig. 17 is
due to the fact that sometimes the selected lowest priority LSP
has a bandwidth much higher than the requested bandwidth ,
resulting in a high cost. In other situations, the selected LSP had
just enough bandwidth, resulting in less bandwidth wastage and
therefore smaller cost. It is important to note that even though
Prept-Priority results in a slightly lower cost for two values of

in Fig. 17, that is due to the fact that our chosen cost function
gives more importance to the priority of the preempted LSPs:

is a heavy component in the cost function. The choice of
an LSP with bandwidth much larger than the request but with
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TABLE III
NUMBER OF PREEMPTED LSPS AND BANDWIDTH WASTAGE FOR EACH POLICY

TABLE IV
PRIORITY OF PREEMPTED/REDUCED LSPS FOR EACH POLICY

a very low priority will result in a lower cost than the selection
of an LSP with the exact amount of bandwidth requested but
not so low preemption priority. The two tables that follow give
a better general overview of the advantages of using V-PREPT
and Adapt-V-PREPT.

Table III shows the number of preempted LSPs and the band-
width wastage, for each policy (Prept-Priority values are under
the label Priority and Adapt-V-PREPT values are under the
label Adaptive). Prept-Priority leads to the highest bandwidth
wastage and, in many cases, the highest number of preempted
LSPs. The adaptive policy always preempts the exact requested
bandwidth, and some times it does not preempt any LSP at all.

The priority of the LSPs preempted or selected for rate re-
duction are shown in Table IV. Note that for Adapt-V-Prept we
also show the priority of LSPs that were not preempted, but only
had their rate reduced. Another important information to keep
in mind is that LSPs , , , , and were not available
for rate reduction. Some of these LSPs have lower priority than
others selected by the policy, but could not be chosen for rate-re-
duction due to the nature of the traffic carried by them.

The results shown in Tables III and IV as well as in Fig. 17
are related to the simulations performed with
for each policy.

The running time of the heuristic is , where is the
number of LSPs in a single link and is the number of hops in
the path where the new LSP will be setup. We ran the heuristic
on a link with 2000 LSPs and the decision on which LSP to

preempt in that single link was taken in less than 30 ms (using a
Pentium III PC, 1 GHz, 128 MB). With 200 LSPs, the running
time was 2.8 ms.

VI. CONCLUSION

In this paper, new preemption policies that aim to minimize
rerouting caused by preemption were proposed. V-PREPT is
a versatile preemption policy that combines the three main
optimization criteria: number of LSPs to be preempted, priority
of LSPs to be preempted, and amount of bandwidth to be
preempted. Adapt-V-PREPT is an adaptive preemption policy
that selects low-priority LSPs that can afford to reduce their
rate by a maximum percentage in order to free bandwidth to
accommodate a new high-priority LSP. Heuristics for both
V-PREPT and Adapt-V-PREPT were derived and their accu-
racy is demonstrated by simulation and experimental results.
Performance comparisons of a nonpreemptive approach, our
preemption policies, V-PREPT and Adapt-V-PREPT, and a
policy similar to the currently in use by commercial routers
show the advantages of using our policies in a differentiated
services environment. The proposed adaptive rate policy per-
forms much better than the standalone preemption policy.
Further studies regarding cascading effect (preemption caused
by preempted LSPs) have been investigated by the authors and
are reported in [19].
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