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Abstract

This paper is motivated by the concern of a multi-service network provider who plans to offer quality of service

guarantees to users. A bandwidth broker acts as the resource manager for each network provider. Neighboring

bandwidth brokers communicate with each other to establish inter-domain resource reservation agreements. Con-

ventional approaches for resource allocation rely on pre-determined traffic characteristics. If allocation follows the

traffic demand very tightly, the resource usage is efficient but leads to frequent modifications of the reservations. This

would lead to increased inter-bandwidth-broker signaling in order to propagate the changes to all the concerned

networks. Contrarily, if large cushions are allowed in the reservations, the modifications are far spaced in time but the

resource usage becomes highly inefficient. In this paper, a new scheme for estimating the traffic on an inter-domain link

and forecasting its capacity requirement, based on a measurement of the current usage, is proposed. The method allows

an efficient resource utilization while keeping the number of reservation modifications to low values.

� 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

There is a growing demand for guaranteed

bandwidth and latency by users of the present day
Internet. These guarantees, called as quality of

service (QoS), are made up of three basic compo-

nents from a router�s point, namely

• defining packet treatment classes,

• specifying the amount of resources for each

class,

• sorting incoming packets into respective classes.

Differentiated services concept [1] has been

proposed as an architecture to provide these QoS

guarantees in the Internet. It specifies traffic classes

(per hop behaviors, PHBs) and a mechanism to

classify incoming packets (based on the differenti-

ated services code point in each packet). It thus

removes maintenance of state in the core routers in
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a network, and outsources ‘‘expensive’’ tasks to

leaf routers. This helps in attaining different service

levels without increasing the overhead in the core

routers of the network.

The bandwidth broker (BB) [2] is an agent re-

sponsible for allocating preferred service to users
as requested, and for configuring the network

routers with the correct forwarding behavior for

the defined service for each class. It helps in dy-

namic resource management for the DiffServ

classes. In a centralized broker environment, one

BB is associated with a particular domain/auton-

omous system (AS). On the other hand, there can

be multiple BBs in a domain to distribute the
functionality. A BB has a policy database that

keeps the information on who can do what, when

and a method of using that database to authenti-

cate requesters. Only a BB can configure the leaf

routers to deliver a particular service to flows,

crucial for deploying a secure system. To ensure

robustness, a network can have a primary band-

width broker supported by backups. These multi-
ple agents can introduce the problems of

consistency and increased signaling. The tasks of a

bandwidth broker are split into two main catego-

ries: intra-domain and inter-domain. Intra-domain

tasks include resource management and traffic

control within the domain of the BB. Inter-domain

tasks cover the specification of bilateral service

level agreements (SLAs) with neighboring domains
and managing the boundary routers to police/

shape the incoming/outgoing traffic to adhere to

the SLAs. The BB of a transit domain has to re-

serve resources between the ingress and egress

points of the domain. End-to-end QoS can then be

achieved by concatenation of the intra- and inter-

domain reservations. Several protocols have been

suggested for inter-domain resource management
signaling, such as RSVP [3], SIBBS [4] etc. Intra-

domain resource management and signaling pro-

tocols are left to the administrator of the domain.

Examples of such would be COPS-PR [5], IntServ/

RSVP and DiffServ. Currently, there are several

implementations of bandwidth broker under way.

An architecture of a bandwidth broker for scalable

support of guaranteed services is given in [6,7]. It
considers mainly the admission control issues for a

bandwidth broker. Most of the implementations

are concerned with the issues of inter-BB com-

munications and BB–router communications. The

release 1.0 of the bandwidth broker from BCIT [8]

provides static provisioning based on the service

level specification (SLS). The Globus Architecture

for Reservation and Allocation (GARA) [9] and
the QoS architecture [10] present a broker archi-

tecture that supports advance reservations for re-

sources. The architecture presents the three steps

of control: sensors, decision procedures and actu-

ators. The architecture includes per-application

modification of reservations.

Let us exemplify the operations of a bandwidth

broker, as defined in RFC 2638 [2] where the
concept of the bandwidth broker was first intro-

duced. When an allocation is desired for a partic-

ular flow, a request is sent to the bandwidth broker

of the concerned AS. The request specifies the

service type, target rate, maximum burst, and the

time period when service is required. Note that,

various other DiffServ/BB designs do not impose

this requirement. But, in this paper we will follow
the original specifications for the bandwidth bro-

ker. In general, the request can be originating from

an end-user or a neighboring region�s BB. The BB
has to authenticate the credentials of the requester.

If the request is valid, the BB finds the route along

which request will be forwarded. The BB then

verifies the existence of sufficient unallocated

bandwidth on the link with the next AS to satisfy
the requested QoS. If the request passes these tests,

the network resources are correspondingly provi-

sioned. In the case of a transit AS, the BB has to

verify sufficient resources within the network and

on the downstream link. Under the DiffServ ar-

chitecture, user flows are aggregated on the

boundary nodes. Consequently, only aggregate

information is maintained in the BB and resource
allocations are made on an aggregate basis in the

core. Provisioning on the edge routers (ERs) can

be easily determined based on the SLS in place

with the customer devices. To guarantee the end-

to-end QoS requirements of a request, the BB

makes bilateral agreements with its neighboring

BBs, rather than multilateral agreements with all

possible destination domains. An important re-
quirement of the inter-domain agreements is that

the changes involved should be less frequent and
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should be on a time-scale larger than the individ-

ual flow variations. If not satisfied, the scalability

of the provisioning scheme is compensated. A

proposed scheme for resource provisioning is to

have a bandwidth ‘‘cushion’’, wherein extra

bandwidth is reserved over the current usage. As
proposed in [11], if the traffic volume on a link

exceeds a certain percentage of the agreement le-

vel, it leads to a multiplicative increase in the

agreement. A similar strategy is proposed in case

the traffic load falls below a considerable fraction

of the reservation. This scheme satisfies the scala-

bility requirement but leads to an inefficient re-

source usage. This drawback can become
increasingly significant once the bandwidth re-

quirements of the users become considerable.

Conventional approaches for resource alloca-

tion rely on pre-determined traffic characteristics.

Network traffic can be divided into elastic (e.g.

TCP) and non-elastic streaming (e.g. UDP) traffic

[12]. These two types differ in their requirements

from the network. Packet level characteristics of
elastic traffic are controlled by the transport pro-

tocol and its interactions with the network,

whereas the non-elastic flows have inherent rate

characteristics that must be preserved in the net-

work to avoid losses. The source characteristics

may not be known ahead of time, specified pa-

rameters may not characterize the source ade-

quately or a large number of parameters may be
required to define traffic characteristics, thus

making the pre-determined traffic characteristic-

based resource allocation inefficient.

Current resource allocation methods can be ei-

ther off-line or on-line. Off-line, or static, methods

determine the allocation amount before the

transmission begins. These approaches (e.g. [13])

are simple and predictable but lead to resource
wastage. On-line, or dynamic, methods (e.g. [14–

16]) periodically renegotiate resource allocation

based on predicted traffic behavior. These methods

undergo a large number of renegotiations to sat-

isfy the QoS.

In this paper we propose an on-line scheme

called estimation and prediction algorithm for

bandwidth brokers (EPABB) to forecast the band-
width utilization of inter-domain links. The scheme

is designed to be simple, yet effective, when com-

pared to more advanced prediction algorithms

because it is intended to be used by bandwidth

brokers and so the design goal is simplicity. The

first step of the scheme is to perform an optimal

estimate of the amount of traffic utilizing an inter-

domain link based on a measurement of the in-
stantaneous traffic load. This estimate is then used

to forecast the traffic bandwidth requests so that

resources can be provisioned between the two do-

mains to satisfy the QoS of the requests. The esti-

mation is performed by the use of Kalman filter

[17] theory while the forecast procedure is based on

deriving the transient probabilities of the possible

system states. As we will show later, this scheme
outperforms the current resource reservation

mechanism (‘‘cushion-based’’ allocation [11,18])

employed by bandwidth brokers and also some

other prediction schemes based on Gaussian [19,

20] as well as local maximum [21] predictor. Our

scheme reduces bandwidth wastage without intro-

ducing per-flow modifications in the resource res-

ervation. Kalman filters have been previously
applied to flow control in high-speed networks. In

[22], Kalman filter was given for state estimation in

a packet-pair flow control mechanism. In [23],

Kalman filter was used to predict traffic in a col-

lection of VC sources in one VP of an ATM net-

work. Our work distinguishes itself from previous

work as the Kalman filter is used as an optimal es-

timation algorithm, instead of filtering or smooth-
ing and it is an input to the capacity forecast step.

The rest of the paper is organized as follows. In

Section 2, we give the mathematical setup and

formulation of the EPABB for estimating and

forecasting the capacity allocation for the traffic.

The experimental results for the performance

evaluation of EPABB are described in Section 3

with examples and comparisons. Finally, Section 4
concludes the paper.

2. Traffic estimation and resource forecast

Consider two ASs, AS1 and AS2 as shown in

Fig. 1. There exists a link lð1; 2Þ between the two

domains. Each domain has a BB (BB1 and BB2,
respectively, as shown) associated with it. We es-

timate the level of traffic between the two domains,
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for a given traffic class, based on a periodic mea-

surement of the aggregate traffic on lð1; 2Þ. We

assume that the traffic measurements are per-
formed at discrete time-points mT , m ¼ 1; 2; . . . ;M
for a given value of T . The value of T is a measure

of the granularity of the estimation process and

denotes the renegotiation instants. Larger values

imply less frequent estimation which can result in

larger estimation errors. In EPABB, we have as-

sumed periodic renegotiation instants like other

approaches. At the time instant m (corresponding
to mT ), the aggregate traffic on lð1; 2Þ for a given

traffic class in the direction AS1 to AS2 is denoted

by yðmÞ. We also assume that for the duration

ð0;MT �, the number of established sessions that

use lð1; 2Þ is N . For each session, flows are defined

as the active periods. So, each session has a se-

quence of flows separated by periods of inactivity.

For a given traffic class, we denote by xðmÞ the
number of flows at the instant m and by

xðmT þ tÞ; t 2 ð0; T � the number of flows in the

time interval ðmT ; ðmþ 1ÞT �, without notational

conflict. Clearly, xðmÞ6N and is not known/

measurable. We assume that each flow within the

traffic class has a constant rate of b bits per second.
So, nominally, for a traffic class

yðmÞ ¼ bxðmÞ: ð1Þ

We concentrate, without loss of generality, on a

single traffic class and its associated resource uti-

lization forecasting. To consider a scenario with

different classes of traffic with different bandwidth

requirements, the same analysis can be extended

and applied for each class. In this paper, we deal

with the resource allocation for the DiffServ Ex-

pedited Forwarding (EF) classes, for which the

assumption of constant resource requirement is
valid. The underlying model for the flows is as-

sumed to be Poisson with exponentially distributed

inter-arrival times (parameter k) and durations

(parameter l). Characteristics of IP traffic at

packet level are notoriously complex (self-similar).

However, this complexity derives from much

simpler flow level characteristics. When the user

population is large, and each user contributes a
small portion of the overall traffic, independence

naturally leads to a Poisson arrival process for

flows [12,24]. The following analysis has been

carried out using this assumption and then the

experimental results show that the capacity fore-

cast is very close to the actual traffic.

The EPABB scheme for resource allocation is

split into two steps. In the first step, a rough
measure of the aggregate traffic yðmÞ is taken and

it is used to evaluate the number of flows through

the Kalman filter estimation process. In the second

step, we reserve the resources RðmÞ on the link

lð1; 2Þ for the time t 2 ðmT ; ðmþ 1ÞT � based on the

forecast of the evolution of xðmÞ. First, we give a

brief introduction to the discrete Kalman filter

theory.

2.1. Discrete Kalman filter

The Kalman filter [17] is a set of mathematical
equations that provides an efficient computational

(recursive) solution of the least-squares method. It

implements a predictor–corrector type estimator

Fig. 1. Network topology.
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that is optimal in the sense that it minimizes the

estimated error covariance––when some presumed

conditions are met. It estimates a process by using

feedback control. It supports estimation of past,

present and future states, even if the knowledge of

the precise nature of the modeled system is lack-
ing. The Kalman filter tries to estimate the state x
of a discrete-time controlled process. Let the sys-

tem be described by the state vector x that is ob-

served at times m ¼ 0; 1; . . . which is governed by

the linear stochastic difference equation

xðmþ 1Þ ¼ AxðmÞ þ BuðmÞ þ wðmÞ: ð2Þ
Each of the observations is, however, corrupted by

noise and thus, the actual measurement �yy at times

m ¼ 0; 1; . . . is given by

�yyðmÞ ¼ CxðmÞ þ vðmÞ: ð3Þ
The random variables wðmÞ and vðmÞ represent the
process and measurement noise, respectively. They

are assumed to be independent zero-mean Gauss-

ian white noise processes [25].

E½wðmÞwðkÞ� ¼ r2
w; k ¼ m;

0; otherwise;

�

E½vðmÞvðkÞ� ¼ r2
v ; k ¼ m;

0; otherwise;

�
E½vðmÞwðkÞ� ¼ 0:

The parameter A in Eq. (2) relates the states at

previous and current time-steps, in the absence of

either a driving function or process noise. We as-

sume that A stays constant over the analysis. The

parameter B relates the optional control input u to

state x whereas the parameter C in Eq. (3) relates

the state to the measured value. The objective of

the Kalman filter is to obtain a ‘‘best’’ estimate, in
some suitable sense, of xðmÞ based on the observed

values �yyðmÞ and knowledge of the statistical

properties of the process and measurement noise.

According to the Kalman filter mechanism, the

best estimate for xðmÞ can be obtained recursively

from the previous best estimate and its covari-

ance matrix. Thus, the Kalman filter can be di-

vided into two steps: prediction and correction. The
first step is responsible for projecting forward in

time the current state to obtain a priori estimates

of the states and covariance in the next time step.

The second step is responsible for the feedback to

obtain an improved a posteriori estimate. The

Kalman filter is summarized in Fig. 2.

2.2. Traffic estimation

The only measurable variable in the system is
�yyðmÞ which is a measure, corrupted by noise, of the
aggregate traffic on the link. Nominally,

xðmÞ ¼ yðmÞ=b, but we do not have access to the

correct measurements of yðmÞ, even though b is a

known quantity for a particular traffic class. Thus,

we propose to use the Kalman filter setup to

evaluate x̂xðmÞ, an estimate of the actual xðmÞ, using
�yyðmÞ the noisy measurements. Real measurement

noise makes �yyðmÞ noisy. In other words, the mea-
surements obtained from the network for the in-

stantaneous traffic on the link can be noisy due to

miscalculation, misalignment of timings, etc. To

use the Kalman filter setup, we need to find a re-

lation between xðmÞ and yðmÞ, and xðmÞ and

xðmþ 1Þ. To this purpose, we define pkðtÞ; t 2
ðmT ; ðmþ 1ÞT � to be the probability that the num-

ber of active flows at time t is k i.e. for t 2 ðmT ;
ðmþ 1ÞT �
pkðtÞ , probfxðtÞ ¼ kg: ð4Þ

The state-transition-rate diagram is shown in

Fig. 3. The diagram depicts transitions among the

Fig. 2. Discrete Kalman filter.

Fig. 3. State-transition-rate diagram.
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states. From the diagram and by using queuing

theory [26], we can write the following differential

equations (5)–(7) for the probabilities pkðtÞ.

dp0ðtÞ
dt

¼ lp1ðtÞ 
 Nkp0ðtÞ; ð5Þ

dpkðtÞ
dt

¼ ðN 
 k þ 1Þkpk
1ðtÞ þ ðk þ 1Þlpkþ1ðtÞ


 ðkl þ ðN 
 kÞkÞpkðtÞ; 16 k < N ; ð6Þ

dpN ðtÞ
dt

¼ kpN
1ðtÞ 
 NlpN ðtÞ: ð7Þ

The generating function Gðz; tÞ is defined as the z-
transform of the probability distribution function.

It aids in the computation of the mean and vari-

ance of the probability distribution. Next, we cal-

culate oGðz; tÞ=ot using Eqs. (5)–(7) as

Gðz; tÞ ,
XN
j¼0

pjðtÞzj;

oGðz; tÞ
ot

¼ Gðz; tÞNkðz
 1Þ


 oGðz; tÞ
oz

ðz
 1Þðkzþ lÞ:

Utilizing the initial condition Gðz;mT Þ ¼ zxðmÞ, i.e.,
the number of active flows at time mT is xðmÞ, we
arrive at the following solution for Gðz; tÞ: for

t 2 ðmT ; ðmþ 1ÞT �,

Gðz; tÞ ¼ Cðz; tÞxðmÞ kzþ l
kCðz; tÞ þ l

� �N

;

where

Cðz; tÞ ¼ kzþ l 
 lðz
 1Þe
tðkþlÞ

kzþ l 
 kðz
 1Þe
tðkþlÞ :

By the definition of the generating function and

the special properties of the z-transform, we get

E½xðmþ 1ÞjxðmÞ� ¼ oGðz; T Þ
oz

����
z¼1

¼ xðmÞe
T ðkþlÞ þ Nk
k þ l

½1
 e
T ðkþlÞ�: ð8Þ

Comparing the equation with Kalman filter (Eqs.

(2) and (3)) formulation, we get

A ¼ e
T ðkþlÞ;

uðmÞ ¼ 1;

B ¼ Nk
k þ l

½1
 e
T ðkþlÞ�;

C ¼ b:

ð9Þ

Thus, from the Kalman filter setup, we get

x̂xðmÞ ¼ Ax̂xðm
 1Þ þ B

þ kðmÞ½�yyðmÞ 
 CAx̂xðm
 1Þ 
 CB�; ð10Þ

where kðmÞ is Kalman filter gain as defined in Fig.

2. This gives an estimate of the traffic on the link

currently. This estimate will be used to forecast the

traffic for the purpose of resource reservation.

2.3. Bandwidth request forecasting

The optimal estimate x̂xðmÞ of the number of

active flows can now be used to forecast Rðmþ 1Þ,
the resource requirement on the link lð1; 2Þ be-

tween AS1 and AS2. To this purpose, for mT <
t < ðmþ 1ÞT , we define

piðtÞ , probfxðtÞ ¼ ig; ð11Þ

same as Eq. (4) in Section 2.2. We also define P
and Q as

P ¼

p0ðtÞ
p1ðtÞ

..

.

pN ðtÞ

2
666664

3
777775;

Q¼


Nk l 0 0

Nk 
½ðN 
1Þkþl� 2l 0 � � �
0 ðN 
1Þk 
½ðN 
2Þkþ2l� 3l

..

. . .
.

0
BBBBB@

1
CCCCCA

from Eqs. (5)–(7). It can be seen that _PP ¼ QP . It is
easy to demonstrate that Q is similar to a real

symmetric matrix and reducible to a diagonal form

Q ¼ YCY
1 where C is a diagonal matrix with
eigenvalues of Q, and Y is the matrix of corre-

sponding right eigenvectors y. The eigenvalues can
be found to be ck ¼ 
kðk þ lÞ for k ¼ 0; . . . ;N
which proves that Q is non-positive definite,
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guaranteeing the existence of a solution for
_PP ¼ QP . The solution, for t 2 ½mT ; ðmþ 1ÞT �, is

given by

P ¼ YeCtC; ð12Þ

where C is a constant vector determined from the
initial condition (x ¼ xðmÞ at instant mT ) as

C ¼ ðeCmT Þ
1
Y
1PmT ; ð13Þ

where PmT is a vector with all 0�s except the xðmÞth
element which is 1. Also we define

ePP ,
1

T

Z ðmþ1ÞT

mT
P dt ¼ 1

T
Y

Z ðmþ1ÞT

mT
eCt dt

� �
C

¼ 1

T
~pp0 ~pp1 � � � ~ppN

� �T ð14Þ

using the notation that integral of a matrix is the

integral of each element of the matrix. The ele-

ments ~ppi of the vector ePP denote the probabilities of

transitioning to state i at instant ðmþ 1ÞT . Now

we define ~xxðmÞ as

~xxðmÞ , min
x2½x̂xðmÞ;N �

x s:t: ~ppx < b: ð15Þ

In other words, we determine the minimum ~xx
greater than or equal to x̂xðmÞ such that the prob-

ability to be in state ~xx during the interval

ðmT ; ðmþ 1ÞT � is less than a given threshold b, in
effect choosing a state greater than the current

utilization estimate such that the transition prob-

ability to the state is low. Then the resource re-

quirement is forecasted to be

Rðmþ 1Þ ¼ b~xxðmÞ: ð16Þ

3. Experimental results

The purpose of the simulations is to verify the
accuracy of the proposed mechanisms for traffic

estimation and bandwidth request forecast. Also

we will compare the resource requirement fore-

casted using EPABB with results of other schemes.

The results show how inter-domain agreements are

adjusted depending on the traffic load and how

closely they follow the load.

3.1. Estimation performance

In the simulation, the number of established

sessions, N , is assumed to be 20 with k and l
(parameters of exponential distributions for inter-
arrival time and durations of flows, respectively) of

0.005 and 0.005. In other words, for each estab-

lished session, the average inter-arrival time be-

tween flows and their average duration are 200 s

each. Shown in Fig. 4 is the estimate x̂x of the

number of flows x, for a typical simulation run.

The estimate is derived using the Kalman filter

setup given in Eq. (10), from the noisy measure-
ment �yy. For this simulation, the measurement in-

terval T , as defined in Section 2, was set at 1. The

value of b, the constant rate for each flow of a

traffic class, was set to 1 Mbps. The values for

E½xð0Þ� and Pð0j0Þ ¼ E½xð0Þxð0ÞT� in the initializa-

tion step of the Kalman filter were chosen to be 1

unit. The initial choice of E½xð0Þxð0ÞT� is not crit-

ical as long as it is non-zero because the filter will
converge in any case. In the computation step, the

previous values are used to compute the next val-

ues. Appropriate values were selected for process

and measurement noise standard deviations as 1

and 1.5 units, respectively. If different initial seeds

were chosen for E½xð0Þ� and P ð0j0Þ, the conver-

gence time of the Kalman filter would vary, but

the performance obtained would be similar, once
the convergence is obtained. On the other hand,

Fig. 4. Estimation performance.
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the variations in measurement noise standard de-

viation reflect in the performance of EPABB. If the
standard deviation is higher, the filter is ‘‘slower’’

to believe the measurements and so is sluggish. If

the standard deviation is smaller, the filter is

‘‘quicker’’ to believe the noisy measurements and

follows the measurements more closely. Due to the

small granularity of the estimation process, the

estimated sequence has a very jagged profile in Fig.

4. In Fig. 5(a), the highlighted part of Fig. 4 has
been enlarged to show that the estimated sequence

is very close to the actual traffic, despite the noise

in the measured sequence. If the granularity of the

estimation procedure is increased, the estimation

sequence becomes more smooth (as seen in Fig.

5(b)) but worse at the estimation, i.e., introduces

estimation errors.

3.2. EPABB performance and comparison

Using the estimated sequence with high granu-

larity (Fig. 4), we now forecast the resource re-

quirement using the formulation given in Section

2.3. The forecast procedure computes the proba-

bilities piðtÞ of transitioning to all possible states

from the current state (Eqs. (12) and (13)) and
chooses the state whose transition probability is

less than a threshold b as shown in Eq. (15). In

the simulations, b was fixed at 1%, i.e., the fore-

casted state is chosen such that the system has less
than 1% chance of exceeding that state. Using

the memory-less property of the queuing model

(Poisson arrivals and exponential durations), we

can conclude that the probabilities piðtÞ; t 2 ðmT ;
ðmþ 1ÞT �Þ, as defined in Eq. (11) are independent

of m. This simplification helps the simulation by

reducing the computation effort and time. The

calculation of C and ePP (in Eqs. (13) and (14), re-
spectively) can be performed off-line for all possi-

ble initial states and the results stored. Then the

forecast process only involves a table-lookup to

determine the next state at each instant for a cur-

rent state based on Eq. (15).

If the forecast interval is small, there will be

frequent changes in the forecasted value but less

bandwidth wastage. On the other hand, if it is
large, the forecasted sequence will be fairly stable

at the expense of increased bandwidth wastage.

Shown in Fig. 6(a) and (b) are the forecasted se-

quences (~xx) for small and large forecast intervals,

respectively. As can be seen, the forecasted se-

quence follows the actual traffic more closely in the

first case, at the expense of the amount of signaling

effort required. In the second case, the forecasted
sequence has a more stable profile (i.e. less sig-

naling control is needed). The mean and standard

Fig. 5. Estimation performance (enlarged). (a) T ¼ 1 s, (b) T ¼ 100 s.
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deviation of the difference between the actual

traffic and forecasted capacity requirement are 2.9

Mbps and 1.0, respectively, for small forecast in-

terval in Fig. 6(a). The corresponding values are
6.35 Mbps and 2.19, respectively, for the large

forecast interval in Fig. 6(b). These values reflect

that the variation of the forecast error (about its

mean) is small but the mean forecast error in-

creases for large forecast intervals, which is ex-

pected.

In this paper, we have presented a scheme to

forecast the resource requirement of an inter-
domain link, as predicted by the bandwidth broker

of the domain. Since, bandwidth brokers are still a

subject of study and the number of available im-

plementations can be counted on fingers, the pre-

diction scheme that is currently used is very simple.

It is the well-known ‘‘cushion’’-based method [11]

of over-provisioning where an estimate of the

traffic utilizing the link is derived by measurement
and then the resource requirement is forecasted to

be the estimate plus a cushion to accommodate

any fluctuations/measurement errors. Even though

this scheme causes bandwidth wastage, it is the

current method to determine resource require-

ments for an inter-domain link due to its simplic-

ity. The prediction scheme utilized in bandwidth

brokers should be simple and scalable as the
bandwidth broker is a centralized server for the

whole domain and thus has to perform similar

computations for each peer domain. We can also

compare the performance of EPABB with other

well-known prediction schemes. The goal of the
prediction scheme utilized by a bandwidth broker

should be not to derive a near-perfect prediction,

but to obtain an upper bound on the resource re-

quirement which is not too conservative. This is

because the resources on the links will be provi-

sioned based on the predicted values and if the

prediction is near-perfect, it can lead to blocking

of new requests or degradation of service. With
this aim in mind, the minimum mean square error

linear predictor in [14] cannot be employed be-

cause it tries to predict the actual value of the

measured sequence.

In the following, we present a comparison of

the performance of EPABB with three different

schemes for resource prediction. First is the cush-

ion-based scheme [11,18]. Next is the prediction
based on Gaussian assumption [19,20], from the

central limit theorem, that the aggregate traffic

resembles a Gaussian distribution. The last one is

the auto-bandwidth allocator for MPLS from

Cisco [21]. We can use the allocator concept

without obtaining the tunnel reserved bandwidth

but instead the link utilization estimate. The

comparisons are provided in Fig. 7(a)–(c). The
value of the forecast interval T is kept as 300 s for

Fig. 6. Forecast performance. (a) T ¼ 10 s, (b) T ¼ 300 s.
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all the cases. To obtain the resource reservation for

the cushion-based method, the traffic was first es-

timated using a time window measurement process

with unity sampling period. This estimate was then
used to calculate the resource reservation by over-

provisioning a cushion of bandwidth. Whenever

the traffic estimate is close to the current reserva-

tion level (watermark of 90%), the reservation level

is increased in a multiplicative manner (by 25%).

When the estimated traffic falls below a certain

percentage of the current reservation level (80%),

and stays there consistently for sometime, the

reservation is reduced in an additive manner

(c ¼ 1=8, b ¼ 2, f ¼ 4). As can be seen from Fig.

7(a), the reservations achieved using this scheme

are much higher than ours. This scheme thus leads
to over-reservation of resources.

For the auto-bandwidth allocator scheme, we

obtain the resource reservation by first obtaining

the traffic measurement using a time window with

unity sampling period. The reservation for a time

window is determined to be the maximum link

utilization value obtained from the previous time

window. For the Gaussian assumption-based al-

Fig. 7. Comparison with other methods; (a) cushion method, (b) Gaussian method and (c) auto-bandwidth method.
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location method, the measurements from the pre-

vious time window are obtained as before; but the

allocation is determined to be the mean and 3r
from the previous window. This scheme allows for

a cushion which reflects in the 3r factor which can

be reduced for a lower cushion at the expense of
higher degraded QoS, as defined later. As can be

seen, both these schemes infer the reservation for a

time window based on the measurements from the

previous time window. This introduces a lag in the

reservation profile compared to the utilization. As

can be seen from Fig. 7(b) and (c), both schemes

have low values of the over-allocation but a very

high variability in the reservation profile.

We propose the use of three parameters to mea-

sure and compare the performance of a resource

allocation scheme, namely switching rate, band-

width wastage and degraded QoS factor. Switching
rate defines the rate at which the level of the re-

served resources needs to be switched to realize the

desired allocation profile. It includes the increments

as well as decrements in the allocation profile.

Bandwidth wastage is a measure of the over-allo-

cation of the bandwidth resources. The mean and

Fig. 8. Increased k: (a) cushion method, (b) Gaussian method, and (c) auto-bandwidth method.
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standard deviation of the over-allocation can be

used to represent its stochastic properties.Degraded

QoS factor measures the percentage of bandwidth

requests that will receive a degraded QoS because

there is not ample reservation for them on the

inter-domain link.
Comparing the reservations obtained from

EPABB and cushion-based scheme for the exam-

ple given in Fig. 7(a), we see that the switching

rates are 1:7e
 3 and 2:1e
 3 ms
1, respectively.

The mean and standard deviation of the over-

allocation by EPABB are 6.35 Mbps and 2.19,

respectively whereas for cushion scheme, 8.65

Mbps and 2.84, respectively. The proposed scheme

reduces the bandwidth wastage by 42% compared

to the cushion-based scheme. The degraded QoS

factor for both cases are 0. So, in this case EPABB

reduces the over-allocation of resources without
increasing the switching rate and no degraded QoS.

From Fig. 7(b) and (c), we see for the auto-band-

width allocator and the Gaussian-based allocator,

the switching rates are much higher (2:67e
 3 and

3:22e
 3 ms
1, respectively) and the over-alloca-

tion is considerably lower, but the degraded QoS

Fig. 9. Increased k and l: (a) cushion method, (b) Gaussian method, and (c) auto-bandwidth method.
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factor is increased (1.95% and 1.43%, respectively)

due to the phase lag involved. For high QoS de-

manding traffic, the degraded QoS can be a prob-

lem.

3.3. Robustness and sensitivity analysis

Next, we verify the robustness of EPABB. Two

tests are performed to analyze how the proposed

scheme fares if the assumptions made for the

analysis are removed. For the first test, the simu-

lated input traffic is modified such that it retains its

Markovian properties but the rate of arrival and

durations of the bandwidth requests (i.e., the pa-
rameters k and l) are varied while the Kalman

filter estimation still uses the old values. If the

Kalman filter estimation procedure overestimates

the associated parameters of the traffic, the esti-

mation will contain error in the form of increased

overestimation of resources, which is not as

harmful as underestimation or increased degraded

QoS factor. On the other hand, the estimation
procedure should be robust to the underestimation

of the parameters. In Figs. 8 and 9, we demon-

strate two such cases. From the results given in

Fig. 8(a), we can infer that for a 40% underesti-

mation, in the estimation procedure, of k used for

traffic generation, the switching rate of EPABB is

still lower than the cushion-based scheme (com-

pare 1:67e
 3 and 2:11e
 3 ms
1) while the de-

graded QoS factor remains at 0% for both. The

bandwidth wastage by EPABB is now 36% lower

than the cushion-based method. The auto-band-

width allocator and the Gaussian-based allocator

have relatively higher switching rate and degraded
QoS factor with a lower wastage of bandwidth.

This test shows the tolerance of the proposed ap-

proach to misjudgment of traffic characteristics.

We also test a scenario where both k and l for the

traffic are underestimated in the Kalman filter es-

timation. From the results given in Fig. 9(a), we

see that for a 40% variation in both k and l, the
degraded QoS factor is still 0% for both EPABB
and cushion scheme but the switching rate is lower

for EPABB (compare 1:44e
 3 and 2:56e
 3

ms
1). The results for the auto-bandwidth alloca-

tor and the Gaussian-based allocator are similar to

the previous case. Also, we check the sensitivity of

EPABB to variations in N , the number of estab-

lished sessions. Theoretically, N is known to the

bandwidth broker as each session is reserved after
the broker provisions resources for the session.

The effects on the performance of EPABB due to

variations in N are shown in Fig. 10. From Fig.

10(a), we see that for a 25% underestimation of

N , EPABB performs fairly well, with low switch-

ing rate and marginal degraded QoS factor. On

the other hand, for a 25% overestimation of N (in

Fig. 10. Sensitivity of EPABB to N : (a) N ¼ 15, (b) N ¼ 25.
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Fig. 10(b)), the bandwidth wastage increases but it

is still lower than the cushion-scheme.

The second test for verifying the robustness of

the proposed scheme involves applying the scheme

to an actual traffic profile obtained from measur-

ing the traffic on a link. In this way, we verify the
effect of removal of the Markovian assumption on

the traffic. For this purpose, we have used a traffic

profile obtained from the publicly available traffic

archives of NLANR, an organization that pro-

vides technical, engineering, and traffic analysis

support to high performance connections sites.

This obtained profile is used as input to the Kal-

man filter estimator and subsequently the capacity

predictor. The values for N , k and l can be derived

from observing the traffic for some time in the

past. We assume that the value of N is known from
the SLA for the established sessions. The values of

k and l can be derived by averaging the inter-

arrival times and the inter-departure times. As the

system is modeled as M=M=N , the average inter-

arrival time is approximately Nkl=ðk þ lÞ and the

Fig. 11. NLANR traffic capacity prediction: (a) cushion method, (b) Gaussian method, and (c) auto-bandwidth method.
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average inter-departure time is Nl2=ðk þ lÞ. The
values for k and l need not be changed frequently
as we have already shown the insensitivity of the

EPABB performance to the estimation error. Fig.

11(a)–(c) show that the proposed scheme is able to

predict the capacity requirement well and has low

switching rate, bandwidth wastage and degraded

QoS factor. The figures compare the performance

of EPABB to the other three schemes. In Fig.

12(a)–(c), we compare EPABB performance for a
trace of traffic exiting Georgia Institute of Tech-

nology gateway to the ISP. The traffic profile used

in both the figures have wide variations. Never-

theless, the EPABB scheme is able to predict the
resource requirements very efficiently, without any

changes in the prediction procedure or parameters.

4. Conclusions

A bandwidth broker is an agent associated with

each domain and keeps track of the inter-domain
SLAs with neighboring domains. The amount of

resources reserved on the inter-domain links, for

Fig. 12. ‘‘Georgia Tech’’ traffic capacity prediction: (a) cushion method, (b) Gaussian method, and (c) auto-bandwidth method.
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each DiffServ class, is an important parameter as

both over-reservation and under-reservation are

not desirable. Over-reservation has the advantage

of infrequent variations but leads to wastage of

resources. Under-reservation, on the other hand,

does not meet the QoS expectations of the user
flows. A simple method for over-reservation is

based on providing a cushion. In this paper, we

have proposed a scheme to estimate the traffic on

an inter-domain link by the use of Kalman filter

and then forecast the capacity requirement at a

future instant by the use of transient probabilities

of the system states. Switching rate, bandwidth

wastage and degraded QoS factor have been used
as metrics to evaluate the performance of the

proposed scheme. Also the robustness of the

scheme has been verified by using an actual traffic

pattern. The simulation results confirm the ro-

bustness of the scheme and show reduced wasted

bandwidth.
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