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Abstract. In this paper, a distributed multicast routing scheme is introduced for multi-layered satellite IP networks, which include GEO,
MEO, and LEO layers. This scheme aims to minimize the total cost of multicast trees in the satellite network. Multicast trees are con-
structed and maintained in the dynamic satellite network topology in a distributed manner. Simulation results are provided to evaluate the
performance of the new scheme in terms of end-to-end delay and multicast tree cost.
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1. Introduction

Many applications such as software distribution, electronic
commerce, and teleconferencing rely on multicast services.
The multicast routing problem in terrestrial wireline networks
has already been studied extensively in the past [9]. How-
ever, none of the existing multicast routing protocols are well-
suited for satellite networks. Some multicast protocols in-
cluding Internet Group Management Protocol (IGMP) [3],
Reverse-Path Multicast (RPM) [4], Distance Vector Multicast
Routing Protocol (DVMRP) [10], and the Multicast Exten-
sions to OSPF (MOSPF) [8] employ some type of periodic
message exchanges to form or maintain multicast trees. In
the Core Based Tree (CBT) approach [2], multicast packets
are first sent to a core node, from which they are relayed to
multicast group members. The choice of the core can affect
the tree performance greatly and it is not easy to select a suit-
able core in a dynamic architecture such as a satellite network.
Moreover, none of the other existing protocols are applicable
for satellite networks where satellites are moving with respect
to the Earth as well as to each other. The only existing multi-
cast routing algorithm [7] developed for the satellite networks
is designed primarily for LEO satellite constellations.

GEO, MEO, and LEO layers have their own advantages.
A combination of different layers of satellites can provide
a more efficient network with better performance than these
layers individually. The so-called the Multi-Layered Satellite
Routing algorithm (MLSR) [1] for unicasting is designed for
a satellite network that consists of satellites in three layers. In
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MLSR, the logical location concept is used to isolate the mo-
bility of the LEO satellites from the satellites in upper layers.
In order to reduce the computational complexity in satellites
and the communication load in the network, the satellite net-
work is organized hierarchically, where satellites are grouped
and their management is given to a satellite in the upper layer.
The hierarchical organization is used for routing table calcu-
lations. The data packets are forwarded independent of this
hierarchy.

Adapting the method used by MLSR [1] algorithm to han-
dle the mobility, we propose a new distributed multicast rout-
ing scheme for multi-layered satellite configuration. Our new
multicast routing scheme aims to minimize the cost of multi-
cast trees rooted at the source. The cost of a multicast tree is
the sum of the cost of all links in the tree, and it reflects the
performance of the multicast routing scheme used to build the
tree.

The rest of the paper is organized as follows. In section 2,
we introduce the satellite network architecture. The new dis-
tributed multicast routing scheme is presented in section 3.
Section 4 evaluates the performance of the new multicast rout-
ing scheme. Finally, section 5 concludes this paper.

2. Satellite network architecture

The hierarchical satellite network consists of three layers of
satellites, namely, LEO, MEO, and GEO satellite layers. LEO
and MEO satellites are moving with respect to the Earth. The
mobility of the LEO satellites is captured by the logical lo-
cation concept [6]. Logical locations are fixed grid points in
the space which are embodied by the nearest satellites. At
any given time, a satellite is associated with only one logi-
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Figure 1. The architecture of the hierarchical satellite network.

cal location which it is closest to, and is represented by the
ID of that logical location. Satellites in the same layer are
connected to each other via Inter-Satellite Links (ISLs), while
the communication between different layers is accomplished
over Inter-Orbital Links (IOLs). An ISL from a satellite A to
another satellite B is denoted by ISLA→B . Similarly, an IOL
from A to B is represented by IOLA→B . The sources and
destinations of information are assumed to be the gateways
on the Earth. Satellites communicate with the terrestrial gate-
ways over User Data Links (UDLs). A terrestrial gateway can
be directly connected to multiple satellites in different layers.

Each link in the network is associated with delay and cost
metrics. The delay of a link includes processing, propaga-
tion, and queuing delays. The cost of a link is related to the
available bandwidth and the type of the link in the satellite
network. The type of links include ISL, IOL, UDL. These
metrics are measured for the downstream direction by the up-
stream node. In our scheme, the delay information is not
needed in the calculation of the multicast tree. Our objec-
tive is to minimize the cost of the tree in our new multicast
routing scheme.

The LEO satellites in the coverage area of a MEO satellite
form a LEO group. All LEO satellites in a LEO group are
managed by the MEO satellite that covers them. The period in
which the LEO group memberships do not change is called a
snapshot period. LEO groups are represented as virtual nodes
in GEO satellites. GEO satellites do not know the details of
the LEO satellite layer topology. The MEO satellites in the
coverage of a GEO satellite form a MEO group. All MEO
satellites in a MEO group are managed by the GEO satellite
that covers them.

A partial picture of the hierarchical satellite network is de-
picted in figure 1. Gi , i = 1, 2, are the GEO satellites. Mi,j

are the MEO satellites and Li,j correspond to LEO groups,
i = 1, 2; j = 1, 2, 3, 4. The LEO satellites within the LEO
groups are not shown. The nodes in the satellite network are
connected by the dashed lines.

3. Description of the routing scheme

3.1. Definitions

Definition 1 (Cost of a link). The cost C(l) of a link l is the
product of the weight of the link and the utilization of the link:

C(l) = W(Cap − A)

Cap
, (1)

where A is the available bandwidth, Cap is the capacity of the
link, and W is the weight of the link l according to its type
(ISL, IOL, or UDL).

Definition 2 (Path). A path from one node S to another node
D is denoted by PS→D . PS→D includes all nodes along the
path and the directed links from S to D along the path.

Definition 3 (Cost of a path). The cost C(P) of the path P is
the sum of the cost of the links on the path:

C(P) =
∑
l∈P

C(l), (2)

where l is the link on the path P , and C(l) is the cost of the
link l.

Definition 4 (Least cost path). The least cost path P ∗
S→D

from node S to the node D is defined as the path from S to D

with the minimum cost among all the possible paths PS→D .

Definition 5 (Entry LEO satellite of a LEO group). Let Li,j

be a LEO group in the satellite network. The Entry LEO
satellite ENLEOA→Li,j of Li,j from any node A is defined
as a LEO satellite within Li,j which has a link from A with
the least cost among all the incoming links from A to Li,j .
ENLEOA→Li,j is formally defined as follows:

ENLEOA→Li,j =




{
Li,j,q | min

k
C(IOLGi→Li,j,k )

}
,

if A = Gi;{
Li,j,q | min

k
C(IOLMi,j →Li,j,k )

}
,

if A = Mi,j ;{
Li,j,q | min

k,r
C(ISLLp,q,r→Li,j,k )

}
,

if A = Lp,q, (p, q) �= (i, j).

(3)

Definition 6 (Exit LEO satellite of a LEO group). Let Li,j

be a LEO group in the satellite network. The Exit LEO satel-
lite EXLEOLi,j →A of Li,j to any node A is defined as a LEO
satellite within Li,j which has a link to A with the least cost
among all the outgoing links from Li,j to A. EXLEOLi,j →A

is formally defined as follows:

EXLEOLi,j →A =




{
Li,j,q | min

k
C(IOLLi,j,k→Gi )

}
,

if A = Gi;{
Li,j,q | min

k
C(IOLLi,j,k→Mi,j )

}
,

if A = Mi,j ;{
Li,j,q | min

k,r
C(ISLLi,j,k→Lp,q,r )

}
,

if A = Lp,q, (p, q) �= (i, j).

(4)
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Definition 7 (Source-based multicast tree). A source-based
multicast tree T is a tree which is rooted at the source S and
spans all destinations. It is composed of nodes and links in the
tree T . Every intermediate node in the tree receives multicast
datagrams from its upstream node and forwards them to its
downstream nodes.

3.2. Overview of Multi-Layered Satellite Routing algorithm

Multi-Layered Satellite Routing algorithm considers hierar-
chical satellite network architecture including GEO, MEO,
and LEO layers. The logical location concept is employed to
isolate the mobility of LEO satellites from the satellites in the
upper layers. LEO and MEO satellites are grouped and their
management is accomplished by the corresponding MEO and
GEO satellites covering them. Summary links are introduced
to represent the links connecting the LEO groups and other
nodes. In order to calculate routing tables, satellites measure
the delay of adjacent links and encapsulate the delay measure-
ment in a data unit called delay measurement report (DMR).
Satellites exchange delay measurement reports to create a pic-
ture of the topology of the network.

DMRs are sent from lower layers to upper layers. MEO
satellites create DMRs for the LEO groups in their cover-
age, and report their own DMRs and the DMRs of their LEO
groups to the GEO satellites they are connected to. GEO
satellites exchange the delay measurement reports to create
the total topology of the network, including LEO groups
rather than individual LEO satellites. Each GEO satellite
calculates the routing tables for all MEO satellites and LEO
groups in its coverage. Upon receiving the routing table of its
LEO group from the GEO satellite, each MEO satellite gen-
erates individual routing tables for the LEO satellites in its
LEO group. The details of the routing table calculation can
be found in MLSR [1], consisting of a series of computation
and communication events.

In our scheme, the collection and exchange of the link
costs can be achieved by the method employed in MLSR [1].
The following modifications are needed for the cost exchange
procedures used in our scheme:

• We use cost measurement report rather than delay mea-
surement report.

• The gateways report the costs of User Data Links to the
satellites they are connected to via UDLs.

• A summary link is chosen as the link with the least cost
that connects the members of a LEO group with another
node in the network.

• Only the first nine steps of the procedure described in
MLSR [1] are adopted in the multicasting scheme. The
rest of them are not needed since the multicast trees are
created on demand.

In our scheme, we assume that underlying unicast routing
calculates the shortest delay path. The tree calculation is ac-
complished in a distributed manner and consists of two stages.
First, the GEO satellite of the source gateway creates an initial

tree in the Initial_Stage. The initial tree includes LEO groups
rather than individual LEO satellites since it is calculated by
GEO satellites. The information about the initial tree is sent
to MEO and GEO satellites in the initial tree, and to the MEO
satellites whose LEO groups are in the initial tree. Then, the
tree calculation enters the Enhancement_Stage, where these
MEO and GEO satellites expand the subtrees in their corre-
sponding coverage areas.

3.3. The initial stage

The tree calculation is initiated by the source gateway. The
source S creates an Init message, which contains the source
and the group members of the multicast group. If the source
S has a UDL to a GEO satellite, it sends the Init message
to the GEO satellite. Otherwise, it sends the Init message
along the shortest delay path to its GEO satellite. Receiving
the Init message, the GEO satellite follows the steps below
to compute an initial tree rooted at the source according to
the topology information at the GEO satellite, spanning all
destinations:

(a) The initial tree (Ti) only has the source node, i.e., Ti =
{S}.

(b) The GEO satellite uses Dijkstra’s algorithm [5] to de-
termine the least cost paths from the source to the des-
tinations. Assuming N destinations D1, . . . ,DN , the
GEO satellite calculates P ∗

S→Di
(definition 4), for i =

1, 2, . . . , N .

(c) The minimum cost path among all the paths obtained
above is added to the initial tree. Select P = {P ∗

S→Dj
|

mini∈{1,2,...,N} C(P ∗
S→Di

)}, and extend the tree as Ti =
Ti ∪ P .

(d) A destination is selected from the destinations not in-
cluded in the tree, such that the added cost is minimum
when the least cost path from a node in the tree to this
destination is added to the tree. In other words, the desti-
nation which is closest to the tree is connected to the tree.
The destination D to be added and the node t in the tree
from which the tree will be expanded to D are selected as
follows:

(t,D) = {(t,Dj )| min C(P ∗
t→Di

)},
Di /∈ Ti , t ∈ Ti . Ti is updated as Ti = Ti ∪ P ∗

t→D .

(e) Step (d) is repeated until all destinations are included in
the multicast tree.

This process is depicted in figure 2. The links that are not
part of the multicast tree are omitted for clarity. The source
S sends an Init message to the GEO G1. The Init message
is composed of the source (S) of the multicast group and the
group members Di , i = 1, . . . , 7. The procedure described
above is used by the GEO G1 to build the initial tree. The path
from S to D5 is added to the tree first. Then, D2, D3, D1, D6,
D4, and D7 are sequentially appended to the tree. The links
between satellites are represented by dashed lines, and UDLs
by solid lines.
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Figure 2. The setup of the initial tree.

Table 1
The Connectivity message received by M2,1 for itself.

ownerFlag 1
upstream M1,4
downstreams L2,1, G2
destinations D6

Table 2
The Connectivity message received by M2,1 for L2,1.

ownerFlag 0
upstream M2,1
downstreams L2,2
destinations D1

3.4. The enhancement stage

The GEO satellite uses the Connectivity message to download
sequentially the necessary information about the initial tree
to MEO and GEO satellites in the tree, MEO satellites of the
LEO groups in the tree, and the source via the direct links or
the shortest delay paths. The Connectivity message includes
an ownerFlag field, an upstream node field, a downstream
nodes field, and a field consisting of destinations connected to
the node receiving the Connectivity message. The ownerFlag
field tells whether the Connectivity message is for the node
receiving it (ownerFlag = 1) or for the LEO group of the
node receiving this message (ownerFlag = 0). If both a MEO
satellite and its LEO group are in the initial tree, the MEO
satellite will receive two Connectivity messages, one for the
MEO satellite, and the other for its LEO group. Tables 1 and 2
show the Connectivity messages for M2,1 and L2,1 of figure 2.

After receiving the Connectivity message from the GEO
satellite, the source gateway sends a Setup message to its
downstream nodes, which triggers the tree setup and calcu-
lation of missing tree segments in the LEO groups. When

a satellite receives a Setup message for which it has not re-
ceived a Connectivity message, it buffers the Setup message
for a specific period of time.1 If the Connectivity message is
received on time, Setup message is processed, otherwise, the
Setup message is discarded. If a LEO group is a downstream
node, the Setup message is delivered to the managing MEO
satellite. The Setup message has only one field, ownerFlag.
The ownerFlag has the same meaning as the ownerFlag in
the Connectivity message. The satellite receiving the Setup
message adds corresponding forwarding entries to its routing
table to reach the downstream nodes and the destinations con-
nected to it. Then it sends Setup messages to the downstream
nodes, as the source gateway does.

If the LEO group of a MEO satellite is in the initial tree,
then the MEO satellite handles the Setup message differently
according to its position relative to its LEO group in the ini-
tial tree. The MEO satellites use the procedure used by the
GEO satellites to calculate the subtrees for their LEO groups
or for both themselves and their LEO groups at the same time.
The difference is the selection of the source and the destina-
tions for different cases. After the subtree calculation is com-
pleted, the MEO satellites inform the LEO satellites to add
corresponding forwarding entries to their routing tables and
send Setup messages to their own downstream nodes and/or
the downstream nodes of their LEO groups.

When a satellite K , which is a GEO satellite or a MEO
satellite whose LEO group is not adjacent to itself in the initial
tree, receives a Setup message for itself, it processes the Setup
message as follows:

1. K adds the corresponding forwarding entries to its routing
table to reach the downstream nodes and the destinations
directly connected to K . If a downstream node is a LEO
group (L), the corresponding forwarding entry should be
from K to the ENLEOK→L.

2. K sends Setup messages to its downstream nodes.

As an example, in figure 2, M1,4 adds one forwarding entry
to reach M2,1 and sends a Setup message to M2,1.

A MEO satellite follows the steps below to calculate the
subtree for its LEO group or for its LEO group and itself at
the same time:

1. If a MEO satellite (Mi,j ) receives a Setup message for its
LEO group (Li,j ) and Mi,j and Li,j are not adjacent in the
initial tree:

(a) The Entry LEO satellite from the upstream of Li,j (or
the source gateway if the source is the upstream node
of Li,j ) is taken as the “source”.

(b) The destinations connected to Li,j and the Exit LEO
satellite to the downstream nodes of Li,j are treated as
the “destinations”.

1 The maximum buffering time for Setup messages should be several times
longer than the usual packet transmission time to account for unexpected
delays in packet transmission.
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(c) Only the links within Li,j , and the links going from
Li,j to the destinations connected to the LEO group
are involved in the subtree calculation.

(d) Mi,j follows the same steps as the GEO satellite of the
source to calculate the subtree for Li,j .

(e) Mi,j informs the LEO satellites within Li,j to add cor-
responding forwarding entries.

(f) Mi,j sends Setup messages to the downstream nodes
of Li,j .

2. If a MEO satellite (Mi,j ) receives a Setup message for it-
self and Mi,j is the upstream node of its LEO group Li,j

in the initial tree:

(a) Mi,j is taken as the “source”.

(b) The destinations connected to Mi,j and Li,j , and the
Exit LEO satellite to the downstream nodes of Li,j are
treated as the “destinations”.

(c) Only the links within Li,j , the links from Mi,j to Li,j ,
and the links connecting the destinations are involved
in the subtree calculation.

(d) Mi,j follows the same steps as the GEO satellite of the
source to calculate the subtree for Li,j and itself.

(e) Mi,j informs the LEO satellites within Li,j to add cor-
responding forwarding entries.

(f) Mi,j adds corresponding forwarding entries to its rout-
ing table to reach its downstream nodes.

(g) Mi,j adds corresponding forwarding entries to its rout-
ing table to reach the LEO satellites which are con-
nected to Mi,j in the calculated subtree.

(h) Mi,j sends Setup messages to the downstream nodes
of Li,j and Mi,j .

3. If a MEO satellite (Mi,j ) receives a Setup message for its
LEO group (Li,j ) and Mi,j is the downstream node of Li,j

in the initial tree:

(a) The Entry LEO satellite from the upstream of Li,j (or
the source gateway if the source is the upstream node
of Li,j ) is taken as the “source” in the procedure.

(b) The destinations connected to Mi,j and Li,j , and the
Exit LEO satellite to the downstream nodes of Li,j ,
and Mi,j are treated as the “destinations”.

(c) Only the links within Li,j , the links from Li,j to Mi,j ,
and the links connecting the destinations are involved
in the subtree calculation.

(d) Mi,j calculates the subtree for Li,j and itself.

(e) Mi,j informs the LEO satellites within Li,j to add cor-
responding forwarding entries.

(f) Mi,j adds corresponding forwarding entries to its rout-
ing table to reach its downstream nodes in the initial
tree.

Figure 3. Tree expansion by a MEO satellite.

(g) Mi,j sends Setup messages to the downstream nodes
of Li,j and Mi,j .

In figure 3, upon receiving the Setup message from M1,4,
the MEO satellite M2,1 starts to calculate the subtree for itself
and its LEO group. The MEO satellite M2,1 takes itself as the
source. D6, D1 and L2,1,8 are treated as the destinations. The
paths in the subtree within the LEO group L2,1 are marked
with bold dashed lines.

The resulting complete tree is shown in figure 4. When
each node in the initial tree calculates its subtree, it sends a
Setup_Ack message to the GEO of the source gateway. After
receiving all Setup_Ack messages from the nodes in the initial
tree, the GEO satellite sends a Setup_Complete message to the
source to start multicast session.

3.5. Dynamic group membership

3.5.1. Gateway joining
When a terrestrial gateway wants to join a multicast group, it
sends a Join_Request message to the source of the multicast
group. The source forwards the Join_Request message to its
GEO satellite in charge of constructing the initial tree. Based
on the existing tree, the GEO satellite calculates the least costs
path from the nodes in the tree to this joining gateway and
chooses the minimum cost path. The satellite in the tree hav-
ing the minimum cost path to the joining gateway is called
the branching satellite. The GEO satellite adds the minimum
cost path to the initial tree and downloads the new partial tree
information to the nodes in the new minimum cost path. The
GEO satellite sends a Join message to the branching satellite
to expand the new partial tree. The branching satellite and
other satellites in the minimum cost path will follow the same
steps as the satellites receiving the Setup message in the En-
hancement stage. This is illustrated in figure 5. D8 is the
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Figure 4. The complete multicast tree.

Figure 5. Gateway joining.
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gateway willing to join the multicast group. G1 uses the same
procedure as in constructing the initial tree to find that M1,4
has the minimum cost path to D8. M1,4 and M1,3 process the
Join message to jointly find a path from M1,4 to D8.

3.5.2. Gateway leaving
If a gateway on the Earth is leaving a multicast group, it will
send a Prune message to its upstream satellite:

1. If the satellite receiving the Prune message has only one
entry for this session, it deletes that entry and continues to
forward this Prune message to its upstream satellite.

2. If the satellite receiving the Prune message has more than
one entry for this session, it removes the entry for the
branch through which it receives the Prune message.

3.5.3. Tree update
In order to reduce the cost of the multicast tree and maintain
the property of the multicast tree, the Tree_Update operation
is activated by the source gateway, occurring under two con-
ditions:

• When the number of destinations added to or removed
from the multicast tree exceeds a threshold value.

• At the beginning of each snapshot period, when the group
memberships change.

The Update operation constructs a new multicast tree with the
updated destinations.

4. Simulation results

For performance evaluation of the new multicast routing
scheme, we performed three sets of experiments:

• We compared the tree cost difference and the end-to-end
delay difference between our multicast scheme and Short-
est Path Tree [5].

• We compared the tree cost difference and the end-to-end
delay difference between our multicast scheme and Core
Based Tree protocol [2].

• We performed further experiments to illustrate the effect
of dynamic group membership.

4.1. System description

In this simulation, satellite positions and orbits are taken from
the GEO constellation Inmarsat-3, the MEO constellation
MEONET, and the LEO constellation Iridium. The intercon-
nection structure of the satellites in the hierarchical network
is as follows: GEO, MEO, and LEO satellites are connected
to their two adjacent neighbors in the same plane via Intra-
plane ISLs. LEO satellites in a plane have an inter-plane ISL
to each of the adjacent co-rotating planes. We assume that
ISLs crossing the seam are not considered for multicast tree
generation and there are no inter-plane ISLs in the area above
the latitude 70◦ and below the latitude −70◦. In the MEO

Table 3
Regional data traffic flow shares (in %).

Source Destination

N.A. Eur. Asia S.A. Afr. Ocea.

N.A. 90 3 2 2 2 1

Europe 20 70 4 3 2 1

Asia 23 5 65 1 2 4

S.A. 30 7 2 58 2 1

Africa 15 7 4 2 71 1

Oceania 15 2 7 1 1 74

Table 4
Source distribution (in %).

Region Ratio

North America 50
Europe 18
Asia 17
South America 5
Africa 5
Oceania 5

constellation, each MEO satellite can establish an Inter-plane
ISL with each of the two adjacent planes.

A satellite in a lower layer has an IOL with a satellite
which provides the longest coverage service time in each of
upper layers. IOLs in reverse directions are also established
to provide duplex communications.

A terrestrial gateway communicates with a LEO and a
MEO satellite via UDLs, which can provide largest coverage
time. A terrestrial gateway is connected with a GEO satellite
with the largest elevation angle via a UDL.

The terrestrial gateways can be on any piece of land on
the Earth. Usually, developed areas have more gateways than
the developing areas. Here, we consider two types of source
and destination distribution: uniform distribution, and non-
uniform distribution. For uniform distribution, the longitude
of the source and the destination is a uniform distribution vari-
able over [−180◦ 180◦], and the latitude of the source and the
destination is a uniform distribution variable over [−90◦ 90◦].

For non-uniform distribution, different areas have different
terrestrial gateway densities. Unlike voice traffic, data traffic
is asymmetric. We have adopted the voice traffic distribution
from existing literature [11,12] by tailoring it to data traffic
distribution. The table 3 of [11] gives the voice traffic flow
between six continental regions of the Earth. In [12], the re-
gional traffic flow shares are calculated according to the result
in [11]. With the fact that more percentage of data traffic are
generated from and destined to North America, the regional
traffic flow shares in [12] are adjusted accordingly to form
the data traffic flow shares shown in table 3. In a similar way,
from [11, table 3], we can get the source distribution of a re-
gion which is the traffic from that region divided by the total
traffic. The source distribution is shown in table 4, which re-
flects the distinction of the data traffic from voice traffic.
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For the simulation experiments, we selected the number
of sources proportionally from different regions complying
with table 4. For instance, 50% of sources are selected from
North America, and 18% from Europe. Given a source in a
simulation, the number of destination gateways chosen from
a region is determined by the corresponding item in table 3.

The capacity of all UDLs, ISLs, and IOLs are chosen as
200 Mbps, and each outgoing link has a buffer space of 5 MB.
Each link’s background traffic has a uniform distribution. We
analyze two cases. The first case is a lightly loaded network,
where the utilization of each link is between 10% and 50%.
The second case is a heavily loaded network, where the uti-
lization of each link is between 50% and 95%.

4.2. The comparison with shortest path tree algorithm

In the first set of experiments, we compare the performance
of the trees created by our scheme with SPTs. An SPT is
composed of the shortest delay paths from the source to the
destinations. Our scheme tries to reduce the bandwidth con-
sumption and to increase link sharing. Figure 6 demonstrates
how much cost the new scheme can reduce, and how much
end-to-end delay increase it can incur. It can be seen that the
performance of the SPT protocol and our scheme vary with
group size, member distribution. For a group size, 1000 mul-
ticast groups are produced for networks with heavy and light
background traffics, respectively. These simulations are exe-
cuted independently and the comparison results are averaged
over the corresponding simulations.

The solid lines in figure 6 represent the comparison result
for uniform member distribution. For uniform member dis-
tribution, in highly loaded networks, our scheme introduces a
delay increase ranging from 5% to 14%. With the group size
increasing, the delay difference is decreasing. The SPTs have
an average cost increase from 19% to 35% over the trees gen-
erated by our scheme. In lightly loaded networks, our scheme
introduces a delay increase ranging from 6% to 16%. The
SPTs have an average cost increase from 22% to 37% over
the trees generated by our scheme.

We also conducted simulations for non-uniform member
distribution. The results are shown by the dashed lines in fig-
ure 6. In networks with high background traffic, the average
delay of the paths on the trees created by our scheme is 4.2–
11% larger than the shortest paths. The cost of SPTs exceeds
the cost of the trees built by our scheme by 16.5–29%. In net-
works with low background traffic, the average delay of the
paths on the trees created by our scheme is 5.3–13.5% larger
than the shortest paths. The cost of SPTs exceeds the cost of
the trees built by our scheme by 19.7–32.5%.

The delay and cost difference have similar curves with uni-
form member distribution. However, these differences are
slightly smaller compared to those of uniform member dis-
tribution. A noticeable observation is that the delay increase
by our scheme is much smaller than the cost increase by SPT
protocol. This indicates that we can sacrifice a small delay
loss to achieve a higher bandwidth gain.

(a)

(b)

Figure 6. Comparison with SPT. (a) End-to-End delay comparison. (b) Cost
comparison.

4.3. The comparison with core based tree protocol

In this set of experiments, we compare the performance of
the trees created by our scheme with CBT [2]. Under the
CBT protocol, a core node is selected and a shortest path tree
based the core is constructed. All data packets are first sent
to the core, which forwards the packets through the shortest
path tree.

In our simulation, the core of the multicast group is se-
lected as follows: the location of each terrestrial gateway is
represented as a location vector in a Cartesian coordinate sys-
tem. The vector of the location center of terrestrial gateways
in one multicast group is assumed to be the sum of the loca-
tion vectors of these terrestrial gateways. The vector of the
location center is converted into spherical coordinates. The
LEO satellite which is closest to this position is selected as
the core. The motivation of using LEO satellites rather than
MEO or GEO satellites as cores is that the selection of LEO
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(a)

(b)

Figure 7. Comparison with CBT. (a) End-to-End delay comparison. (b) Cost
comparison.

satellites as cores can incur smaller end-to-end delays.
The CBT delay increase and cost increase over the tree

created by our scheme are shown in figures 7(a) and (b), re-
spectively. The solid lines in figure 7 represent the compar-
isons for uniform member distribution, for which in highly
loaded networks, the delay of the trees created by CBT pro-
tocol is 38–112% larger than the delay of the trees generated
by our scheme. Also, the multicast based core trees have cost
36–62% greater than the trees constructed by our scheme. In
lightly loaded networks, the delay of the trees created by CBT
protocol is 30–104% larger than the delay of the trees gener-
ated by our scheme and the multicast based core trees have
cost 42–73% greater than the trees constructed by our scheme.

The comparison results for non-uniform member distribu-
tion are shown by the dashed lines in figure 7. In networks
with high background traffic, the delay of the trees created by
CBT protocol is 53–117% larger than the delay of the trees
generated by our scheme. Also, the multicast based core trees

Figure 8. Effect of dynamic group membership.

have cost 39–70% greater than the trees constructed by our
scheme. In networks with low background traffic, the delay of
the trees created by CBT protocol is 43–109% larger than the
delay of the trees generated by our scheme and the multicast
based core trees have cost 47–81% greater than the trees con-
structed by our scheme. The delay and cost increase curves
have the similar shape for uniform and non-uniform member
distribution. However, the increase in cost and delay for non-
uniform distribution is higher than for uniform distribution.

4.4. The effect of dynamic group membership

The terrestrial gateways can freely join or leave a multicast
group. The joining and leaving of multicast members may
make the multicast tree lose its characteristic. When this hap-
pens, the tree update procedure should be activated to recal-
culate the tree. In this experiment, we show how well our
scheme can accommodate dynamic membership.

A large amount of different size multicast groups with non-
uniform member distribution are produced and corresponding
trees are generated by our scheme. Joining and leaving gate-
ways are randomly selected. When the dynamic operations
are conducted for certain times, the tree is updated and the
cost increase of the old tree over the new tree is computed.
Here, we consider the group sizes of 10, 20, 30, 40 and 50 and
perform the tree update after 1, . . . , 8 dynamic operations, re-
spectively. For each case, the tree cost increase percentage is
averaged.

Figure 8 exhibits that the tree cost increase goes up with
the number of dynamic operations before the tree update pro-
cedure operates. Also, the trees with smaller group member
size are more subject to the dynamic operations than larger
size groups.

5. Conclusions

In this paper, we proposed a distributed multicast routing
scheme for multi-layered satellite IP networks. Our proposed



544 AKYILDIZ, EKICI, AND YUE

scheme utilizes the approach used in MLSR [1] to capture
the dynamics of the satellite network, where the mobility of
the LEO satellites are captured using the logical location con-
cept and the mobility of the MEO satellites are captured with
snapshots. The objective of our distributed multicast routing
scheme is to create and maintain multicast trees for which the
cost is minimized. The simulation results demonstrate that
our scheme generates multicast trees with lower tree costs at
the expense of a small delay increase when compared with
shortest path trees. With respect to core based trees, our
scheme has better performance in terms of both delay and
cost. The simulations have also shown that our scheme can
support dynamic multicast group membership efficiently.
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