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Abstract

The developments in the space technologies are enabling the realization of deep space scientific missions such as

Mars exploration. InterPlaNetary (IPN) Internet is expected to be the next step in the design and development of deep

space networks as the Internet of the deep space planetary networks. However, there exist significant challenges to be

addressed for the realization of this objective. Many researchers and several international organizations are currently

engaged in defining and addressing these challenges and developing the required technologies for the realization of the

InterPlaNetary Internet. In this paper, the current status of the research efforts to realize the InterPlaNetary Internet

objective is captured. The communication architecture is presented, and the challenges posed by the several aspects of

the InterPlaNetary Internet are introduced. The existing algorithms and protocols developed for each layer and the

other related work are explored, and their shortcomings are pointed out along with the open research issues for the

realization of the InterPlaNetary Internet. The objective of this survey is to motivate the researchers around the world

to tackle these challenging problems and help to realize the InterPlaNetary Internet.
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1. Introduction

The developments in the space technologies are
enabling the realization of deep space scientific
* Corresponding author. Tel.: +1-404-894-5141; fax: +1-404-

894-7883.

E-mail addresses: ian@ece.gatech.edu (I.F. Akyildiz),

akan@ece.gatech.edu (€OO.B. Akan), cchen@ece.gatech.edu (C.

Chen), jfang@ece.gatech.edu (J. Fang), weilian@ece.gatech.edu

(W. Su).

1389-1286/$ - see front matter � 2003 Elsevier B.V. All rights reserv

doi:10.1016/S1389-1286(03)00345-1
missions such as Mars exploration. The vision of

future space exploration includes missions to deep

space that require communication among planets,
moons, satellites, asteroids, robotic spacecrafts,

and crewed vehicles. These missions produce sig-

nificant amount of scientific data to be delivered to

the Earth. In addition, these missions require au-

tonomous space data delivery at high data rates,

interactivity among the in-space instruments, se-

curity of operations, and seamless inter-operability

between in-space entities.
ed.
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For successful transfer of scientific data and

reliable navigational communications, NASA

enterprises have outlined significant challenges

for development of next-generation space network

architectures. The next step in the design and de-

velopment of deep space networks is expected to
be the Internet of the deep space planetary net-

works and defined as the InterPlaNetary (IPN)

Internet [107].

The InterPlaNetary Internet is envisioned to

provide communication services for scientific data

delivery and navigation services for the explorer

spacecrafts and orbiters of the future deep space

missions [9]. Many of these future planetary mis-
sions, which will be performed by the international

space organizations such as NASA and European

Space Agency (ESA), have already been scheduled

for the next decade. These missions are summa-

rized along with their timelines and objectives in

Table 1 [12,105]. As shown in Table 1, all of these

future space missions have a common objective of

scientific data acquisition and delivery, which are
also the main possible applications of the Inter-

PlaNetary Internet described as follows [18]:

• Time-Insensitive Scientific Data Delivery. The

main objective of InterPlaNetary Internet is to

realize communication between in-space entities

allowing large volume of scientific data to be

collected from planets and moons.
• Time-Sensitive Scientific Data Delivery. This

type of application is required to deliver great

volumes of audio and visual information about

the local environment to Earth, in-situ control-

ling robots, or eventually in-situ astronauts

[18].

• Mission Status Telemetry. The status and the

health report of the mission, spacecraft, or the
landed vehicles could be delivered to the mis-

sion center or other nodes. This application re-

quires periodic or event-driven, unreliable

transmission services.

• Command and Control. Another important ap-

plication of the InterPlaNetary Internet is the

command and control of in-situ elements. The

closed-loop command and control may involve
in direct or multi-hop communication of the re-

mote nodes, i.e., Earth station controls the mis-
sion rover on planet surface, or close proximity

nodes, i.e., planetary orbit controls the lander.

It is clear that the InterPlaNetary Internet is

expected to extend the current space communica-
tions capabilities to a point where the boundaries

between the terrestrial and space communications

become transparent. The experience obtained, thus

far, from the space missions help to understand the

unique challenges posed by the deep space com-

munication environments. For example, the cur-

rent communication infrastructure deployed for

the NASA�s Deep Space Network (DSN) [103]
provides significant research and implementation

experience which also constitutes the basis to step

up the development of the required technologies

for next generation deep space communications

and hence the InterPlaNetary Internet. From the

experience obtained via previous space missions

and based on the communication requirements of

the future space missions, NASA�s Space Science
Enterprise aims three-step deployment strategy for

Mars Exploration communication architecture,

i.e., near-term (2001–2010), mid-term (2010–2020),

and far-term (beyond 2020) [9]. Some of the future

deep space missions summarized in Table 1 such as

Mars Reconnaisance Orbiter, Mars 2007, and Mars

2009 will play crucial roles in the realization of the

Mars Exploration communication architecture.
Along with the NASA�s Mars exploration mission,

the InterPlaNetary Internet Special Interest Group

(IPNSIG) within the Internet Society foresees to

make Mars as the first true extension of the In-

ternet by the 2005–2007 timeframe [13]. However,

there exist significantly challenging and unique

characteristics of the deep space networking par-

adigm that need to be addressed for this objective
as follows:

• extremely long and variable propagation delays;

• asymmetrical forward and reverse link capaci-

ties;

• high link error rates for radio-frequency (RF)

communication channels;

• intermittent link connectivity;
• lack of fixed communication infrastructure;

• effects of planetary distances on the signal

strength and the protocol design;



Table 1

Future InterPlaNetary mission timeline

Mission name Schedule Description and objective

Mars Exploration

Rover

June 2003 To gather data to help determine if life ever arose on Mars, characterize the

climate of Mars, characterize the geology of Mars, and prepare for human

exploration of Mars

Smart-1 July 2003 To test spacecraft technologies for future missions

Galaxy Evolution

Explorer

2003 To measure star formation 11 billion years ago using ultraviolet wavelengths

Rosetta February 2004 Comet orbiter and lander to gather scientific data

Messenger March 2004 To study the surface composition, geologic history, core and mantle, magnetic

field, and tenous atmosphere of Mercury, and to search for water ice and other

frozen volatiles

Deep Impact December 2004 To investigate the interior of the comet, the crater formation process, the

resulting crater, and any outgassing from the nucleus, particularly the newly

exposed surface

CloudSat 2004 Three satellites as the first spacecraft to study the clouds on a global basis

Mars Reconnaisance

Orbiter

July 2005 To study Mars from orbit, perform high-resolution measurements including

images with a resolution of 20–30 cm, and possibly serve as communications

relay for later Mars landers until about February 2010

Venus Express November 2005 ESA mission to study the atmosphere and plasma environment of Venus

New Horizons January 2006 To fly by Pluto and its moon Charon and transmit images and scientific data

back to Earth. The mission will continue on into Kuiper Belt to return further

data from Kuiper Belt Objects

Dawn May 2006 Orbit two of the largest asteroids, Ceres and Vesta, in our solar system. The

objective is to return data from these asteroids including full surface images,

full surface spectometric mapping, elemental abundances, topographic pro-

files, gravity fiels, and mapping of remnan magnetism, if any

Kepler October 2006 Search for terrestrial planets, i.e., similar to Earth, using a telescope equipped

with equivalent of 42 cameras to monitor the stars

Europa Orbiter 2008 To study the Jupiter�s Moon Europa�s icy surface and attempt to determine

the thickness of the ice and whether liquid water exists below the ice

LISA 2007 Joint NASA/European Space Agency mission to probe the gravity waves

emitted by dwarf stars and other objects sucked into black holes

Mars 2007 Late 2007 Orbiters, Netlanders, Scout Missions: The French Space Agency mission to

launch a remote sensing orbiter and four small Netlanders to Mars. Also,

Italian Space Agency mission to launch communications orbiter to link the

netlanders and future missions. Scout missions to Mars including to return

samples of Mars atmosphere, networks of small landers, orbiting constella-

tions of small craft, and a rover

Mars 2009 Late 2009 Smart Lander, Long Range Rover and Communication Satellite: Long-range,

long-duration rover equipped to perform many scientific studies of Mars, and

to demonstrate the technology for accurate landing and hazard avoidance in

order to travel to difficult-to-reach sites

BepiColombo January 2011 ESA mission to study Mercury�s form, interior structure, geology, composi-

tion, and craters origin, structure, magnetic field, composition and dynamics

of atmosphere
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• power, mass, size, and cost constraints for com-

munication hardware and protocol design;

• backward compatibility requirement due to

high cost involved in deployment and launching

processes.
These characteristics lead to different research
challenges and hence necessitate different ap-

proaches and protocol designs at each of the net-

working layers for the InterPlaNetary Internet.

Although some of these challenges are also
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encountered in the terrestrial wireless networking

domain, most of them are unique to deep space

environments and they further amplify the effects

of those other similar factors. Many researchers

and several international research organizations

are currently engaged in addressing these chal-
lenges and developing the required technologies

for the realization of the InterPlaNetary Internet.

In this paper, we present the survey of the pro-

posed architectures and communication protocols

and algorithms for the deep space networks and

InterPlaNetary Internet. Our aim is to provide

better understanding of the current research issues

in this field.
The remainder of the paper is organized as

follows. We explore the proposed communication

architectures for the InterPlanetary Internet in

Section 2. In Section 3, we investigate the current

and proposed protocol stacks for the communi-

cation throughout the InterPlaNetary Internet.

After that, we explore the challenges, related work

and the open research issues pertaining to the
InterPlaNetary Internet communication protocols

for each layer. We provide a detailed investiga-

tion of the transport layer issues for reliable data

and multimedia transport in the InterPlaNetary

Internet in Section 4. In Section 5, we introduce

the challenges at the network layer for the differ-

ent architectural elements of the InterPlaNetary

Internet, and discuss the current related work. We
then present the further research issues in the data

link layer, physical layer technologies, and timing

and synchronization in Sections 6–8, respectively.

Finally, we state the concluding remarks in Sec-

tion 9.
2. InterPlaNetary Internet architecture

A common infrastructure for interplanetary

networking and distributed communication tech-

nologies are needed to support the scientific re-

search and possible commercial applications in the

near future. Since Internet is truly horizontal and

has a diverse set of open interoperable standards,

building the space Internet on top of Internet
technologies could enable any space mission to

‘‘plug in’’ with high quality of service and cost
savings. Therefore, most of the network architec-

tures proposed for the deep space exploration are

based on Internet technologies.

A general infrastructure is described in [10] for

the NASA space Internet (similar architectural

decomposition has also been used for the Mars
communication network [9]), which contains the

following architectural elements:

• Backbone Network. It includes NASA�s ground

network and space network, NASA�s Intranets

and virtual private networks, the Internet, and

any commercial or foreign communications sys-

tem that may be employed.
• Access Network. The communication interfaces

between the backbones and the mission space-

craft and vehicles, and the local area networks

onboard the spacecraft or vehicles.

• Inter-spacecraft Network. The network of

spacecrafts flying in a constellation, formation,

or cluster.

• Proximity Network. Space vehicles (rovers, air-
planes, aerobots), landers, and sensors spread

out in an ad hoc network.

The space Internet is considered to consist of a

‘‘network of Internets’’ in [13], with a special-

ized deep space backbone network of long-haul

wireless links interconnecting these local Inter-

nets. Internet or Internet-related protocols are
used to form local networks with low delay, rela-

tively low noise environments such as around

Earth, within a free flying spacecraft, on and

around another planet, etc. Specific protocols are

designed for use within various environments, ex-

ploiting favorable circumstances in the environ-

ments while operating within their constraints. A

new overlay protocol concept called ‘‘bundling’’
[94] is employed to tie together a set of heteroge-

neous Internets, performing any required addi-

tional functions that the local protocols typically

cannot [14].

To build a general space Internet architecture

that combines differently challenging parts, our

view of the InterPlaNetary Internet is depicted in

Fig. 1. It includes InterPlaNetary Backbone Net-
work, InterPlaNetary External Networks, and

PlaNetary Networks.



Fig. 1. The InterPlaNetary Internet architecture.

I.F. Akyildiz et al. / Computer Networks 43 (2003) 75–112 79
• InterPlaNetary Backbone Network. It provides

a common infrastructure for communications

among the Earth, outer-space planets, moons,

satellite, and relay stations placed at gravita-
tionally stable Lagrangian points of planets

[9], etc. It includes the data links (direct link

or multi-hop paths) between elements with

long-haul capabilities.

• InterPlaNetary External Network. It consists of

spacecrafts flying in groups in deep space be-

tween planets, clusters of sensor nodes, and

groups of space stations, etc. Some nodes in
the InterPlaNetary External Network also have

long-haul communication capabilities.

• PlaNetary Network. The expanded view of the

PlaNetary Network shown in Fig. 1 is illus-

trated in Fig. 2, which is composed of PlaNe-

tary Satellite Network and PlaNetary Surface

Network. This architecture can be implemented

at any outer-space planet, providing intercon-
nection and cooperation among the satellites

and surface elements on a planet.
Fig. 2. The PlaNetary Netw
� PlaNetary Satellite Network. The satellites

circling the planets can provide relay services

between the Earth and the outer-space planet

as well as communication and navigation
services to the surface elements [55]. Some

surface elements have the capability to com-

municate with satellites, reporting local topo-

logy upward and receiving data and

commands from satellites. The PlaNetary

Satellite Network includes the links between

orbiting satellites, and links between satellites

and surface elements. It is composed of satel-
lites which lie in multiple layers [20] as shown

in Fig. 2 and provides the following services

[47]: intermediary caching and relay service

between the Earth and the planet, relay ser-

vice between the in-situ mission elements,

and location management of PlaNetary Sur-

face Networks.

� PlaNetary Surface Network. It provides the
communication links between high power

surface elements, such as rovers and landers
ork architecture.
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as shown in Fig. 2, which have the capability

to connect with satellites. They also provide a

power-stable wireless backbone in the planet.

Moreover, PlaNetary Surface Network

includes surface elements that cannot com-
municate with satellites directly. These ele-

ments are often organized in clusters and

spread out in an ad hoc manner, e.g., sensor

nodes and balloons as illustrated in Fig. 2.

Currently, the space stations and satellites are

already deployed, which can be easily integrated

into the InterPlaNetary Backbone Network. Also,
in the near future, sensor nodes deployed in deep

space for scientific study can be connected to the

InterPlaNetary Backbone Network. According to

[9], some equipments that are already planned for

Mars surface missions are sensor nodes for in-situ

science, rover collective, robotic outposts, and

Human Exploration and Development of Space

(HEDS) outposts. These equipments can be orga-
nized according to the PlaNetary Network infra-

structure. The exploration sites where these

equipments are deployed are called community re-

gions as shown in Fig. 2. Within each community

region, PlaNetary Surface Networks can be set up.

In summary, the entire InterPlaNetary Internet

architecture shown in Figs. 1 and 2 is decomposed

into different sub-networks. Each sub-network
faces different challenges and has its own design

requirements. Therefore, a common protocol stack

is needed to integrate the differently challenging

parts together and to extend the terrestrial Internet

into its InterPlaNetary counterpart. Meanwhile, it

also leaves space for developing protocols adaptive

to the peculiar circumstances in each sub-network.
Link
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Fig. 3. The Mars communication protocol stack [13].
3. Communication protocol suite

The InterPlaNetary Internet consists of three

major networks, i.e., InterPlaNetary Backbone

Network, InterPlaNetary External Network, and

PlaNetary Network as shown in Fig. 1. As differ-

ent types of networks are being deployed
throughout the InterPlaNetary Internet, the ability

to communicate with each other is vital. Each of

these components may have to run different set of
protocols that best fit the environment [14]. For

example, a protocol stack for the InterPlaNetary

Backbone Network requires protocols to handle

extremely long and variable propagation delays,

intermittent link connectively, and high error

rates. In this section, we will explore the current
and proposed protocol suites to realize communi-

cation in the InterPlaNetary Internet. The current

space/ground protocol stack used by the Consul-

tative Committee for Space Data Systems

(CCSDS) is described in Section 3.1 while a pro-

posed protocol suite for the InterPlaNetary In-

ternet [14] is discussed in Section 3.2.
3.1. CCSDS current space/ground protocol stack

The current space/ground protocol stack is

proposed by the CCSDS for space communica-

tions [13,37]. The protocol stack consists of eight

layers: Space Applications, Space File Transfer,

Space End-to-End Reliability, Space End-to-End

Security, Space Networking, Space Link, Space

Channel Coding, and Space Wireless Frequency and

Modulation. A specific implementation of the stack

is shown in Fig. 3. It is used for Mars Exploration

mission communications [13], and its functional-

ities are mapped to the generic eight layers of the

current space/ground protocol stack as follows:
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• Space Wireless Frequency and Modulation. Pro-

viding efficient modulation with specified

frequencies to create channels between space-

crafts. The frequency and modulation tech-

niques are different for different parts of the
InterPlaNetary Internet. For example, Earth

may use local terrestrial wired while the deep

space backbone uses CCSDS S, X, or Ka Band

as shown in Fig. 3. For Mars orbit and Mars

surface, the physical links are also different.

The radio frequency (RF) and modulation stan-

dards for space communications are recom-

mended by the CCSDS in [33].
• Space Channel Coding. Detecting/correcting er-

rors in a noisy channel for reliable data transfer.

The channel coding used for Mars orbit and

surface is different than at Earth because of

the noise level differences.

• Space Link. Providing retransmission capability

in deep space environment. Often times, data are

transmitted through a very long distance. Be-
cause of this, different protocols other than the

ones at Earth are needed to address this issue.

For instance, the CCSDS long-haul link and cod-

ing protocol is used as illustrated in Fig. 3.

• Space Networking. Providing connection ori-

ented path for CCSDS Packet used by the

Packet Telemetry and Telecommand [27,32].

• Space End-to-end Security. Providing protection
against attacks on the flow of user data. Two of

such security protocols are Internet Protocol Se-

curity (IPSec) and SCPS Security Protocol (SP).

The IPSec is used in the Earth side, while other

deep space end-to-end security protocols are re-

quired as shown in Fig. 3.

• Space End-to-end Reliability. Ensuring packets

in a session are arrived at the destination. For
short delay communications, the CCSDS rec-

ommends TCP and TCP Tranquility, which is

an extension of TCP. For non-connection ori-

ented services, the UDP may be used. The

TCP is used in Earth while TCP Tranquility is

used in Mars orbit and surface.

• Space File Transfer. Transferring independent

files that can be assigned priority in download-
ing. Two current CCSDS file transferring pro-

tocols are FTP and SCPS extensions to FTP

for short delay connection and CCSDS File De-
livery Protocol (CFDP) [29] for long delay link.

The CFDP is used by all the components of the

InterPlaNetary Internet as shown in Fig. 3.

Although the current protocol stack seems via-
ble, there is also a need to make the protocol stack

adaptable to different environmental changes al-

lowing integration of highly optimized regional

network protocols. For example, the protocols used

for the Earth and Mars are different as shown in

Fig. 3. As a result, a proposed protocol stack [14]

for future space exploration is described in Section

3.2. It is still an ongoing research in making the
stack adaptable with the perceived capabilities.

3.2. Delay tolerant networking protocol stack

The ability to integrate highly optimized re-

gional network protocols is the objective of the

future space/ground protocol stack developed by

the Delay-Tolerant Networking Research Group
(DTNRG) [104]. The protocol stack relies on a

middleware layer called bundle layer [13,14,109],

that resides between the application and the lower

layers. The bundle layer resolves the intermittent

connectivity, long or variable delay, asymmetric

data rates, and high error rates by using a store
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and forward mechanism similar to e-mail. It sends

a bundle of message fragments to the next-hop

node with per-hop error control, which increases

the probability of data transmission. In addition, it

provides six classes of service (CoS) for the bundle

[109]: (1) custody transfer, (2) return receipt, (3)

custody-transfer notification, (4) bundle-forwarding

notification, (5) priority of delivery, and (6) au-
thentication.

The DTN future space/ground protocol stack

with the bundle layer is illustrated in Fig. 4 and the

usage of the stack is shown in Fig. 5. The bundle

layer consists of many services as shown in Fig. 4

that are currently being developed.

Some of these services are bundle routing,

bundle custody transfer, bundle end-to-end reli-
ability, bundle authentication, and bundle en-

cryption. The bundle layer allows the lower layer

protocols to be transparent to the application

layer. As a result, different types of protocols may

be applied in different parts of the InterPlaNetary

Internet. As shown in Fig. 4, Ethernet is used at

the workstation in Earth while CFDP-RP/CCSDS

is used at the tracking station (gateway) to enable
communication between spacecrafts and users lo-

cated on Earth.

The capabilities of the bundling layer is cur-

rently being developed and should be ready by the

middle of this decade [13]. Although the bundle

layer enables optimization of the lower layer pro-

tocols for different types of networks throughout

the InterPlaNetary Internet, there exist significant
challenges in developing new protocols for each of

the layers below bundling, i.e., transport, network,

data link, and physical. The challenges for these
lower layers are described in Sections 4–7. In ad-

dition, the challenges and current work in time

synchronization are described in Section 8. It is

critical that these lower layer protocols are devel-

oped for various types of deep space environ-

ments, so the bundling layer may be successfully
deployed. In addition, these protocols are required

to be optimized for different deep space environ-

ments. It is expected that by around 2005–2007,

significant capabilities will be available to enable

deep space communication for Mars Exploration

mission with the InterPlaNetary Internet [13].
4. Transport layer issues

The transport layer functionalities are necessary

for both the reliable transfer of the scientific data

and the timely delivery of the multimedia infor-

mation in the InterPlaNetary Internet. Among the

architectural elements of the InterPlaNetary In-

ternet shown in Fig. 1, the InterPlaNetary Back-
bone Network poses the most challenging

problems for reliable data and multimedia trans-

port in the InterPlaNetary Internet. Therefore, it

plays a very significant role for the performance of

the entire InterPlaNetary Internet. The most im-

portant characteristics and challenges posed by the

InterPlaNetary Backbone links are listed as fol-

lows:

• Very Long Propagation Delays. The deep space

communication links may have extremely long

propagation delays. For example, the end-

to-end round trip time (RTT) for the Mars–

Earth communication network varies from 8.5

to 40 min according to the orbital location of

the planets [43]. Similarly, the end-to-end RTT
from Jupiter and Pluto to Earth vary between

approximately 81.6 and 133.3 min and between

593.3 and 1044.4 min, respectively.

• High Link Error Rates. The raw bit error rates

on the InterPlaNetary Backbone links are on

the order of 10�1 [43].

• Blackouts. Periodic link outages may occur due

to orbital obscuration with the loss of line-
of-sight because of moving planetary bodies, the

interference of an asteroid or a spacecraft [10].
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• Bandwidth Asymmetry. The asymmetry in the

bandwidth capacities of the forward and reverse

channels is typically on the order of 1000:1 in

spacecraft missions [43].

The existing transport layer protocols proposed

for terrestrial, satellite, wireless, and ad hoc net-

works [3,4,7,22,73,99] with appropriate modifica-

tions and improvements can be applied to the

InterPlaNetary External Networks and PlaNetary

Networks as shown in Fig. 1. However, the above

challenges posed by the InterPlaNetary Backbone

Network need specifically tailored new transport
layer solutions. In the next sections, we will ex-

plore the current research in this direction and the

proposed solutions for the reliable data transport

and multimedia delivery in the InterPlaNetary

Backbone Network.

4.1. Reliable data transport in InterPlaNetary

backbone network

4.1.1. Related work

The challenges posed by the InterPlaNetary

Backbone links need to be addressed in order to

meet the communication requirements of deep space

missions and to realize the InterPlaNetary Internet.

In [1], however, the existing reliable transport
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protocols [4,11,16,50,61,62,75,76] have been shown

to achieve very poor performance in deep space

communication networks. The dominant factor in

this performance degradation is the extremely high

propagation delay in deep space links [1]. This is

solely due to the window-based mechanism used by
the current TCP protocols during slow start and

congestion avoidance algorithms. In the slow start

algorithm, the congestion window size ðW Þ is in-

creased by one packet per received ACK until the

slow start threshold ðWssÞ is reached, i.e., W < Wss.

However, this approach wastes the link resources

for a very long duration which is proportional to

the propagation delay. For Wss ¼ 20 and RTT¼ 20
min, it is shown in [1] that the slow start algorithm

cannot utilize the link resources for approximately

120 min in deep space links.

The inefficiency in link utilization due to win-

dow-based mechanisms also exists during the

congestion avoidance phase, i.e., W PWss, where

the TCP source increments the congestion window

size by roughly one at each RTT. As shown in Fig.
6, the existing window-based TCP protocols

achieve throughput of approximately 10 bytes/s

for the link capacity of 1 MB/s, packet loss prob-

ability of p ¼ 10�3 and RTT¼ 40 min. In other

words, the entire deep space link remains almost

unutilized during the entire connection period.
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tations over InterPlaNetary Backbone links.
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Note that RTT¼ 40 min is within the RTT range

for communication links between Mars and Earth,

i.e., 8.5–40 min based on the orbital position [43].

Furthermore, the current TCP protocols are

designed for wired links, which are reasonably as-

sumed to have negligible bit error rates. Conse-
quently, the packet loss based congestion detection

mechanism results in unnecessary rate throttle

and leads to severe throughput degradation in In-

terPlaNetary Backbone links [1]. Much research

has been performed in recent years in order to

address the throughput degradation due to wireless

link errors [7]. However, these solutions cannot

be directly applied to InterPlaNetary Backbone
Network because of the amplifying effects of

the extremely high propagation delay and the other

above-mentioned characteristics on the problem.

Many transport protocols [3,4,57] are proposed

for satellite links, which are also characterized by

high bandwidth-delay products and high bit error

rates. Nevertheless, these studies mostly refer to

Geo-stationary Earth Orbit (GEO) satellite links
with typical RTT values around 550 ms, which are

very low compared to RTTs in deep space com-

munication links. Moreover, packet losses due the

blackout conditions may also mislead the conges-

tion control mechanisms based on packet losses. In

[53], an enhancement for TCP is developed to

address signal loss conditions due to mobility.

However, the blackout situations in deep space
links are much more complicated due to extremely

high propagation delay and hence solutions as in

[53] cannot be applied directly.

There are more challenges which need to be

addressed by the new transport protocols in In-

terPlaNetary Backbone Network. These challenges

are consequences of the characteristics of the deep

space links, and can be summarized as follows:

• Delayed Feedback. TCP is expected to respond

to network state. This expectation creates prob-

lems in long-delay environments, since TCP

uses end-to-end signaling for its control loops.

The higher RTT is experienced, the older infor-

mation about link conditions is received at the

source. Thus, the congestion control decision
based on such past information might not lead

to proper action. Therefore congestion control
schemes, which react to instantaneous packet

loss situations, do not yield proper response

on the links with high propagation delay.

• Buffer Size. In order to assure 100% reliable

transport, retransmission mechanism is inevita-
ble. However, this brings considerable amount

of memory requirement. For example, the

transport protocol source should maintain 1.2

GB buffer size for RTT¼ 20 min and the aver-

age data transmission rate of 1 MB/s.

There already exists an active research on

transport layer protocols for space-based com-
munication networks. Space Communications

Protocol Standards-Transport Protocol (SCPS-

TP) [30,44] is a set of TCP extensions developed by

the CCSDS for space communications. SCPS-TP

is designed to support current communication

environments and those of upcoming space mis-

sions [30]. SCPS-TP is developed based on the

existing TCP protocols with some modifications
and extensions to address the challenges posed by

space-based systems such as link errors, band-

width asymmetry, and link outages. It can provide

full, best-effort and minimal reliability according

to the mission specific communication require-

ments. The capabilities of the SCPS-TP are basi-

cally a combination of existing TCP protocols,

which are shown to be inadequate in addressing
the challenges in InterPlaNetary Backbone Net-

work [1]. For example, SCPS-TP with Vegas

congestion control uses window-based scheme and

adopts slow-start algorithm. Although the rate-

based version of SCPS-TP is under development, it

disables congestion control mechanism and per-

forms transmission with user selected fixed rate

[106]. On the other hand, for example, SCPS-TP
uses TCP-Vegas [11] congestion decision mecha-

nism based on the RTT variation. However, since

the window-based nature of TCP-Vegas cannot

fully utilize the link, it is not even possible for it to

experience the congestion and hence variation in

RTT. Therefore, congestion decision based on

RTT variation does not provide proper congestion

control functionality. Furthermore, due to the
extremely high propagation delay, the variation in

RTT may not be measured accurately such that

the resultant congestion control behavior may also
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not be accurate. In [29], the CFDP is also devel-

oped by the CCSDS. The protocol can achieve

reliable file transport over space links. However, it

does not address the challenges introduced above

and is not a transport layer protocol with required

functionalities to realize high data rate reliable
data transport over InterPlaNetary Internet.

In [94], the bundling protocol is introduced to

address the intermittent connectivity, large and

variable delays, and high bit error rates. As shown

in Fig. 4, the bundling protocol sits between the

application and the lower layers, and performs a

custody-based store-and-forward approach for the

delay-tolerant networking (DTN) architecture in-
troduced in Section 3. Furthermore, this method

requires the intermediate routers to have very high

amount of buffer to store the data. The amount of

required buffer space further increases with in-

creasing link delay and the data rate. Moreover,

such huge buffer also requires efficient and fast

buffer management schemes to prevent the trans-

mission from being adversely effected by the
store-and-forward approach. Based on the store-

and-forward functionality of the bundling layer,

the DTN approach incorporates tiered ARQ and

tiered congestion control concepts [14] to provide

reliable transmission via local retransmissions and

perform congestion control on the regional basis,

i.e., locally between bundling nodes instead of end-

to-end reliability and congestion control. Al-
though this approach achieves reliable transport

over intermittent links, it still requires a transport

layer protocol, which is specifically tailored to

address the same challenges, to achieve high

throughput performance in bundle transport be-

tween two InterPlaNetary Internet nodes. In [45],

the long-haul transmission protocol (LTP) is in-

troduced for transmission of the bundles between
bundling nodes. LTP is currently under develop-

ment and described in [113] as a link-layer ARQ

using some of the relevant functionalities of the

CFDP file delivery protocol as add-on rather than

a transport protocol like TCP.

4.1.2. TP-Planet

In [2], a reliable transport protocol, TP-Planet,
for InterPlaNetary Internet is introduced. TP-Pla-

net is developed for the InterPlaNetary Backbone
Network where the source and sink end-points are

basically InterPlaNetary Backbone nodes such as

the relay satellites orbiting around the planets or

the ground stations which are capable of direct

deep space communications as shown in Fig. 1. It

runs on top of Internet Protocol (IP) layer and does
not require any specific modification to the lower

layers in the current TCP/IP protocol suite. TP-

Planet can be used as the transport layer protocol

for both existing CCSDS protocol stack and the

proposed DTN bundling protocol stack as shown

in Figs. 3 and 4, respectively.

Two novel algorithms, i.e., Initial State and

Steady State, constitute the structure of the TP-
Planet protocol. Both of the Initial State and the

Steady State algorithms are developed to solve the

above-mentioned challenges posed by InterPlaN-

etary Backbone network. The main functionalities

of the TP-Planet algorithms are summarized as

follows:

1. Initial State. In order to avoid the performance
degradation due to the Slow Start algorithms

[1], TP-Planet introduces new Initial State algo-

rithm, which is composed of two main parts,

i.e., Immediate Start and Follow-Up. The objec-

tive of the new algorithm is to capture available

link resources as soon as possible in a controlled

manner. For this purpose, TP-Planet divides ac-

tual RTT into equal time intervals of size T .
During Immediate Start, it emulates slow start

and congestion avoidance algorithms of current

TCP protocols by treating intervals of T as

RTTs of the emulated connection. Along with

data packets, TP-Planet source transmits low

priority NIL segments [4] to probe link re-

sources during t6RTT. In Follow-Up, i.e.,

RTT6 t6 2 �RTT, TP-Planet source updates
its transmission rate S based on the feedback re-

ceived from the sink every T period. Thus, the

InterPlaNetary Backbone link resources are ef-

ficiently utilized in the initial phase improving

the overall throughput performance.

2. New Rate-Based Adaptive AIMD Scheme. The

throughput of the window-based TCP proto-

cols and rate-based schemes are inversely pro-
portional to the RTT [51] and the square-root

of RTT [2], respectively. Thus, the rate-based
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congestion control schemes are more robust to

excessive propagation delays than the window-

based mechanisms. Hence, to address the ad-

verse effects of extremely high propagation

delay on the throughput performance, TP-
Planet deploys a rate-based additive-increase

multiplicative-decrease (AIMD) congestion con-

trol. Furthermore, in order to compensate the

throughput degradation due to propagation de-

lay, TP-Planet adapts its additive-increase and

multiplicative-decrease parameters [2].

3. New Congestion Control. To address the perfor-

mance degradation due to high error rates of
the InterPlaNetary Backbone links, TP-Planet

deploys a new congestion detection and control

mechanism in the Steady State. TP-Planet

source simultaneously sends low and high prior-

ity NIX segments, which are smaller than the

data packets, i.e., 40 bytes. Assuming the rou-

ters along the path are capable of priority-queu-

ing, the higher packet loss rate for low priority
NIX segments is recognized as congestion indi-

cation. The number of low NLow and high NHigh

priority NIX segments received is periodically

sent back by the sink. Their ratio, i.e.,

/ ¼ ðNLow=NHighÞ, is tested with preset decision

thresholds, i.e., /i and /d, and then the data

transmission rate, S, is hold, decreased or in-

creased accordingly as shown in Fig. 7 [2].
4. Blackout State. In order to reduce the effects of

blackout conditions on the throughput perfor-

mance, TP-Planet incorporates Blackout State

procedure into the protocol operation. The de-

tails of the Blackout State operation can be

found in [2]. In order to provide reliable trans-

port, SACK options [75] are adopted by TP-

Planet to address burst losses. Due to possible
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Fig. 7. TP-Planet protocol operation state diagram including

sub-states and the state transitions based on congestion control

decision mechanism.
inadequacy of the number of SACK blocks in

the SACK option field for very long blackout

durations, timeout mechanism is also included

in TP-Planet.

5. Delayed-SACK. To address the problems due to
the bandwidth asymmetry in the InterPlaNetary

Backbone links, TP-Planet adopts delayed-

SACK mechanism, which reduces the traffic in

the reverse channel to avoid congestion in the

reverse channel. In this scheme, the source reg-

ulates the transmission of SACK packets with a

certain delay factor d until a packet loss occurs.

When a new packet loss occurs, the receiver
sends a SACK packet immediately. By this

way, TP-Planet can control the traffic amount

in the reverse channel of the InterPlaNetary

Backbone link.

It is shown in [2] via simulation experiments

that TP-Planet provides high throughput perfor-

mance and addresses the challenges in the Inter-
PlaNetary Backbone Network links.

4.2. Multimedia transport in InterPlaNetary back-

bone network

In addition to the reliable data transmission, the

multimedia traffic will be a part of the aggregate

traffic over the InterPlaNetary Internet [9]. Some
audio and visual information including planet

images and scientific observations will be also

transmitted via these links. Multimedia traffic does

not require 100% reliability and mostly has strict

requirements on bounded jitter, minimum band-

width, and smooth change of the transmission

rate. The multimedia applications usually are

classified into two classes: streaming of stored or
live multimedia and real-time interactive multi-

media. Obviously, real-time interactive multimedia

is not applicable over InterPlaNetary Internet

backbone links because of the extremely long

propagation delays. However, live or stored media

streaming will be a part of the traffic carried over

the space links. The control for the multimedia

traffic is a serious problem, because uncontrolled
multimedia traffic can not only congest the net-

work, but can also cause unfairness and starvation

for other data traffic.
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4.2.1. Challenges

In addition to the challenges for reliable data

transport in InterPlaNetary Backbone Networks

described in Section 4, there exist additional

challenges due to the unique requirements of the
multimedia transport. These challenges are sum-

marized as follows:

• Bounded Jitter. The variation in the end-to-end

delay that a packet experiences is referred to as

the delay jitter. Multimedia traffic has strict re-

quirements on bounded jitter, because the delay

jitter can cause problems in reconstructing the
multimedia. This challenge is typically ad-

dressed by including a playout buffer at the re-

ceiver.

• Minimum Bandwidth. Most multimedia applica-

tions require minimum bandwidth in order to

maintain minimum media perception quality.

The received media cannot be perceived prop-

erly if the bandwidth drops below this threshold.
• Smooth Traffic. Abrupt and frequent fluctua-

tions in the media rate can cause significant de-

gradation in the received media quality.

Consequently, the primary goal of multimedia

transport protocols is not to aggressively find

and use the available bandwidth, but to main-

tain a relatively steady media rate while still be-

ing responsive to congestions.
• Error Control. Multimedia traffic over Inter-

PlaNetary Internet can be coded in MPEG, mo-

tion JPEG, or H.26x. Even though error

resilience techniques are adopted in coded video

[68], compressed video is still highly sensitive to

data loss. The quality of other types of multime-

dia can also be degraded dramatically if the

packet loss rate is high. As a result, error con-
trol mechanism must be designed to deal with

the packet losses due to link errors or conges-

tions in the InterPlaNetary Internet.

4.2.2. Related work

Many multimedia transport protocols are pro-

posed to control the flow of multimedia traffic in

terrestrial networks [17,52,54,77,89,90,100]. These
proposed protocols can be mainly categorized into

two types of rate control schemes, i.e., AIMD-

based and equation-based.
AIMD-based rate control schemes are TCP-

compatible, i.e., they compete reasonably fairly

with the existing TCP by following TCP behavior

to conservatively update the sending rate based

on feedback information [17,89,100]. Streaming

Control Protocol (SCP) [17] is a modified version
of TCP that performs TCP-Vegas-like rate adjust-

ment. TCP Emulation at Receiver (TEAR) [90]

determines the receiving rates at the receiver based

on signals, such as packet arrivals, packet losses,

and timeouts. Using these signals, TEAR emulates

the TCP flow control functions at the receiver in-

cluding slow start, fast recovery, and congestion

avoidance. Rate Adaptation Protocol (RAP) [89] is
a rate-based congestion control mechanism for

wired and short distance networks. Rate Control

Scheme (RCS) [100] is a rate control scheme for

real-time traffic in networks with high bandwidth-

delay products and lossy links.However, all of these

existing AIMD-based rate control schemes [17,89,

90,100] are developed based on the assumption that

the propagation delay is relatively short, which
does not hold in the InterPlaNetary Backbone

Network links. Moreover, the AIMD schemes

cause abrupt and frequent fluctuations in the media

rate in the form of a saw-tooth pattern which is not

suitable for most multimedia applications.

The equation-based rate control schemes

[52,54,77] are proposed in order to provide rela-

tively smooth congestion control for multimedia
traffic in the terrestrial networks. The idea of the

equation-based congestion control is to adjust the

transmission rate no more than the estimated

throughput of the corresponding TCP counterpart

experiencing the same packet loss rate, round-trip

time, and packet size. TCP Friendly Rate Control

(TFRC) [54] is an equation-based rate control

scheme which adopts a simple TCP throughput
model in its congestion control mechanism.

MPEG-TFRCP (TCP Friendly Rate Control

Protocol for MPEG-2 Video Transfer) [77] is an-

other equation-based rate control scheme designed

for transporting MPEG-2 video in a TCP-friendly

manner. Unlike TFRC, TFRCP specifically takes

video characteristics into consideration while ad-

justing its media rate. Although the use of TCP
response function ensures that equation-based

control schemes compete fairly with TCP over
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long time scales, the steady-state throughput

model of TCP source is highly sensitive to RTT

values. Therefore, the equation-based rate control

schemes cannot achieve high link utilization and

hence are not promising solutions for the Inter-

PlaNetary Backbone Network links with ex-
tremely high propagation delay.

SCPS Rate-based protocol is proposed for

space communication [106]. However, no conges-

tion control algorithm is incorporated into the

protocol. The transmission rate of the SCPS Rate-

based protocol source is defined by the user and

also constrained by the receiver buffer size. In other

words, SCPS Rate-based protocol does not adapt
its transmission rate to the network conditions.

Thus, it may cause congestion for InterPlaNetary

Backbone Network links if its transmission rate is

higher than the available bandwidth.

Besides the rate control schemes mentioned

above, layered approaches [88] are proposed for

the terrestrial networks to minimize the variations

in video quality. Many commonly used compres-
sion standards, such as MPEG-2, MPEG-4, and

H.263, have extensions for layered coding. Using

hierarchical encoding, the source maintains a lay-

ered encoded stream, i.e., a base layer and multiple

enhancement layers. The rate control is performed

by adding or dropping enhancement layers. If more

bandwidth becomes available, more enhancement

layers are added to improve the video quality. On the
other hand, if the available bandwidth decreases,

some enhancement layers have to be dropped. In

layered approaches, in order to decode an enhance-

ment layer, it requires that all the lower quality

layers have been received successfully. For Inter-

PlaNetary Internet links, such requirement usually

cannot be guaranteed. Furthermore, layered ap-

proaches also incur a significant compression
penalty as compared to non-layered approaches.

Due to this reason, the layered approaches might

not be suitable for InterPlaNetary Internet.

The bundling protocol as shown in Fig. 4 is

proposed on top of the transport layer for deep

space communication [13,19]. As explained in

Section 4.1, the basic idea of the bundling protocol

is to operate in a store and forward mode. How-
ever, multimedia traffic has strict timing require-

ments, the data received after a certain point in
time are useless. Thus, the store and forward ap-

proach is not suitable for the multimedia data.

Furthermore, the intermediate routers have to

buffer data in the store and forward mode, which

may request prohibitive buffering space. Assume

the RTT value of a hop is 20 min and the average
transmission rate at the router is 1MBps, then the

router should keep 1.2 GB in its buffer. If the av-

erage transmission rate and the RTT value are

higher, the buffer space becomes much higher. For

such huge buffer space, it also takes very long time

to manipulate the buffer. As a result, the Bundling

protocol is not suitable for the rate control of

multimedia traffic in InterPlaNetary Internet.
Packet Path Diversity [72] is a scheme proposed

for real-time voice communication over the Inter-

net to improve the tradeoff among delay, late loss

rate, and the speech quality. Instead of restricting

the transmission to one network path, multiple

redundant descriptions of the voice stream are sent

over different independent paths to take advantage

of their largely uncorrelated loss and delay char-
acteristics. However, since the InterPlaNetary

Backbone Network links are mainly point-

to-point links, it may not be possible to send

multiple streams over presumably uncorrelated

links. Hence, this scheme may not be feasible in

InterPlaNetary Internet.

On the other hand, although the multimedia

flows are inherently loss-tolerant, error control
mechanisms are still necessary to maintain a cer-

tain level of success rate in the existence of high

link errors. However, due to the extremely high

propagation delays, retransmission-based Auto-

matic Repeat reQuest (ARQ) schemes cannot be

used for this purpose in the InterPlaNetary

Backbone Network links. Therefore, packet-level

forward error correction (FEC) mechanisms [83]
can be used in the InterPlaNetary Internet. An

important factor for the determination of the

packet-level FEC for multimedia transport is the

encoding and decoding times. The traditional FEC

schemes such as Reed-Solomon codes have quite

slow encoding and decoding times for large FEC

block sizes [15], which limit the block size to very

small numbers. This, in turn, increases the over-
head incurred by the FEC redundancy, which

should be avoided for the scarce communication
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resources of the InterPlaNetary Internet. On the

other hand, Tornado codes [15] are based on

random bipartite graphs and exclusive-or opera-

tions, which make Tornado codes orders of mag-

nitude faster than standard erasure codes. As a

result, Tornado codes are appropriate for packet
level FEC with large FEC block size for Inter-

PlaNetary Backbone Network links. Although

Tornado codes require slightly more encoding

packets to reconstruct the original data, this dis-

advantage is compensated by the large FEC block

size, hence the lower FEC overhead.

Consequently, the existing rate control schemes

cannot address the challenges posed by the Inter-
PlaNetary Internet Backbone Network. New

multimedia transport protocols should be pro-

posed in InterPlaNetary Internet to address all

these challenges.

4.2.3. RCP-Planet

RCP-Planet [49], a rate control scheme, is pro-

posed to address all the challenges for multimedia
transport protocols in the InterPlaNetary Back-

bone Network where the source and sink end-

points are basically relay satellites orbiting around

the planets as shown in Fig. 1. RCP-Planet runs on

top of Internet Protocol (IP) layer and does not

require any specific modification to the lower lay-

ers in TCP/IP protocol suite.

RCP-Planet consists of two states, i.e., Initial
State and Steady State, as shown in Fig. 8. The

main functionalities of the RCP-Planet are sum-

marized as follows:

1. Packet Level FEC. In order to recover the

packet losses due to link errors or congestions

in the InterPlaNetary Internet, Tornado codes

[15] are used for packet-level FEC because
of their very fast encoding and decoding times.
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Fig. 8. RCP-Planet operation state diagram.
Although Tornado codes require slightly more

encoding packets to reconstruct the original

data, this disadvantage is compensated by the

large FEC block size, hence the lower FEC

overhead. Moreover, Tornado codes use only
exclusive-or operations, which make them sim-

ple to implement in practice. The FEC block

length is chosen appropriately to minimize the

FEC overhead for different packet loss rates.

2. Initial State. In the Initial State, it is difficult to

determine the initial sending rate since no link

information is available at the beginning. Con-

servatively, we set the initial media rate to be
the minimum media rate required by the appli-

cation in order not to inject too many packets

into the network. As the packet loss rate in

the Initial State is also unknown, the most re-

cent history value ph is first used as an approx-

imation of the current packet loss rate to

determine the FEC block length n. However,

the actual packet loss rate might not be exactly
the same as ph. In order to address the worse

network condition, we conservatively choose a

packet loss rate pl much larger than ph for the

possible worse network condition and calculate

the corresponding FEC block length n0. n0 is

used as the actual FEC block length to encode

the data. Since the n0 � n redundant packets

are additional redundancy to address the possi-
ble worse network condition, they are sent in

low priority. The low priority packets are

dropped first during the congestion so that they

do not affect normal traffic during congestion.

The remaining n packets are transmitted in high

priority.

3. New Rate Probing Mechanism. Rate probing is

a mechanism to measure the observed rate at
the receiver side to determine the available

bandwidth. The new rate probing scheme is per-

formed in each FEC block, i.e., for each FEC

block, a fixed number of packets, called a prob-

ing sequence, are first sent at a high rate

so-called the probing rate rp. The remaining

packets in the FEC block are sent using the cur-

rent source sending rate rs. Some probing pack-
ets can be dropped by the gateway due to the

limit of network bandwidth, the observed rate

ro for the probing sequence at the receiver is
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the available bandwidth. The probing sequence

length is a design parameter and is chosen ap-

propriately. Another design parameter is the

probing rate rp. In the initial state, no informa-

tion about network condition is available, thus,
rp is set in a way such that it can catch the avail-

able bandwidth as fast as possible. In the Steady

State, the probing rate is updated adaptively ac-

cording to the network condition.

4. New Rate Control Scheme. In order to deliver

the multimedia smoothly, RCP-Planet deploys

a new rate control scheme based on the new rate

probing mechanism. Upon receiving an ACK
from the receiver, the current observed rate ro
is known, which reveals the available network

bandwidth. The corresponding available media

rate ra is calculated from ro, which is the upper

bound of current media rate. If ra P rm, where

rm is the current media rate, the network band-

width is not fully utilized, i.e., the media rate

should be increased. The extra amount
ðra � rmÞ is increased in one RTT linearly with

respect to time so that the media rate is in-

creased smoothly in order to decrease the

chances of congestion in the network. On the

other hand, if ra < rm, i.e., the current media

rate is too high, the sender needs to back up

and decreases its media rate, thus, the media

rate is decreased multiplicatively.
5. Blackout State. In order to reduce the through-

put degradation due to blackouts, RCP-Planet

incorporates the Blackout State into the proto-

col operation. The sender infers blackout and

stops sending any packets if it does not receive

any ACKs for a certain period of time. In a sim-

ilar way, the receiver also infers blackout and

starts to transmit so-called Zero ACKs. Since
RTT is very high, the effect of blackout on the

performance changes with its relative location

of blackout occurrence with respect to the re-

ceiver. Zero ACKs and the on-fly ACKs when

blackout occurs are used for the sender to cap-

ture the accurate information regarding the

blackout situation and act accordingly.

6. FEC Block Level ACK. In order to address the
bandwidth asymmetry problem in the Inter-

PlaNetary Backbone links, RCP-Planet adopts

FEC block level ACKs, i.e., only one ACK is
sent for an entire FEC block. If the FEC block

size is large enough, the bandwidth asymmetry

problem can be solved by the FEC block level

ACKs. Delayed ACKs can also be used to fur-

ther reduce the number of ACKs in the reverse
link, i.e., only sends one ACK for a certain

number of FEC blocks. In this case, the ob-

served rate and the current packet loss rate are

the average values over multiple FEC blocks.

Simulation results in [49] show that RCP-Planet

achieves high throughput performance, fairness,

and is delay-tolerant by addressing the challenges
of InterPlaNetary Internet.

4.3. Open research issues

As we just presented although there exists some

research in the literature to address the challenges

pertaining to the transport layer issues in the In-

terPlaNetary Internet, there still exist many open
research issues to be solved. These can be sum-

marized as follows:

• Transport Protocols for PlaNetary Networks.

Thus far, the focus of the research performed

on transport layer issues for InterPlaNetary In-

ternet has been mainly on the InterPlaNetary

Backbone Networks. This is because of the un-
ique challenges posed by the deep space links

such as extremely long propagation delays and

high link errors. Although the current transport

layer solutions for the terrestrial satellite, wire-

less ad-hoc and sensor networks can be applied

to the PlaNetary Satellite and Surface Net-

works, their performance should be extensively

evaluated for these environments and the re-
quired modifications and improvements should

be researched.

• Extreme PlaNetary Distances. Although there

exist solutions such as TP-Planet [2] and RCP-

Planet [49] that can improve the throughput

performance in case of blackout situations,

some of the links with extreme distances such

as Jupiter, Pluto, etc. have intermittent connec-
tivity within a round-trip time period. There-

fore, the effect of intermittent connectivity is

amplified by the extreme round-trip times.
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Hence, the performance of the existing proposed

solutions over these environments needs to be

evaluated and proper modifications and im-

provements should be performed if necessary.

• End-to-End Transport. As explained in Section
4.1, one proposed way of addressing the reli-

ability and the congestion control is to perform

local retransmissions and congestion control in-

stead of end-to-end approach. However, local

reliability and congestion control may lead to

significant delays, and vulnerability to interme-

diate node failures. Furthermore, store-and-for-

ward approach is not suitable for time-sensitive
multimedia delivery at all. On the other hand,

end-to-end transport may lead to sub-optimal

solutions due to the heterogeneity of the Inter-

PlaNetary Internet architectural elements. For

example, TP-Planet and RCP-Planet are devel-

oped for InterPlaNetary Backbone links with

extremely high propagation delay. Thus, if they

are applied to end-to-end transport, e.g., from
the Mars surface to the Earth Internet, they

would be unresponsive to the congestions in

the PlaNetary Network part of the end-to-end

path due to the significant difference between

the delay in the InterPlaNetary Backbone Net-

work and the PlaNetary Networks. Hence, the

possible extensions of the existing proposed so-

lutions and new adaptive transport protocols
for the end-to-end transport should be further

investigated. The extensive performance com-

parison between the end-to-end solutions and

the store-and-forward approaches should be

performed. Moreover, end-to-end approach

should be investigated for both reliable data

and multimedia transport over the entire Inter-

PlaNetary Internet. The interactions between
the protocols tailored for specific environments

need to be explored.

• Cross-Layer Optimization. Due to the scarcity

of the power and processing resources at the

planetary distant communication nodes, the

cross-layer optimization is an essential direction

to pursue. The cross-layer optimization for

transport layer protocols should be researched
to achieve highest efficiency in resource utiliza-

tion in the extreme networking environment

such as in InterPlaNetary Internet. For exam-
ple, the link information, which is available to

lower layers, should be exploited to the maxi-

mum to achieve resource-efficient reliable data

and multimedia transport throughout the Inter-

PlaNetary Internet.
5. Network layer issues

In the InterPlaNetary Internet architecture as

shown in Figs. 1 and 2, the end-to-end communi-

cation includes identifying the communicating

endpoints, as well as the routing in the Inter-
PlaNetary Backbone Network, the PlaNetary

Networks, and the InterPlaNetary External Net-

works. While the existing routing protocols for

mobile ad hoc and sensor networks [5,84] can be

applied to the InterPlaNetary External Networks

shown in Fig. 1, there exists significant challenges

which necessitate specifically tailored solutions for

routing in the other parts of the InterPlaNetary
Internet. In the following sections, the design is-

sues of naming and addressing in the InterPlaNe-

tary Internet; routing in the InterPlaNetary

Backbone Network and PlaNetary Networks are

explored.

5.1. Naming and addressing

To provide inter-operability between different

elements in the architecture that may use IP, sen-

sor, or proprietary addressing formats, a universal

addressing scheme is needed to locate the elements

in the InterPlaNetary Internet architecture as

shown in Figs. 1 and 2. For example, a user may

want to communicate with or give commands to

an element, e.g., a satellite, lander, rover, or sensor
node, an element on a remote planet may also

want to communicate with the Earth control cen-

ter. The addressing scheme should be able to in-

corporate equipments in different parts of the

InterPlaNetary Internet, which will result in sig-

nificant cost savings in space network deployment.

The factors influencing naming and addressing

in the InterPlaNetary Internet include [48]:

• what objects are named (typically nodes or data

objects),
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• whether a name can be directly used by a data

router in order to determine the delivery path,

and

• the method by which name/object binding are

managed.

In today�s Internet, addressing is used for

routing purpose. The matching of global unique

destination addresses in a router�s local forwarding

table gives the next-hop address. Naming is ap-

plied to make the addressing easier for humans.

Naming/addressing translation is done through

domain name system (DNS) services [86].
Although the DNS approach results in great

forwarding efficiency at IP routers (no per-hop

name resolution is needed), its use across inter-

planetary links with long delay poses a number

of significant problems. For example, if an appli-

cation on a remote planet wished to resolve

an Earth-based name to an address, it could use

one of the three alternatives in today�s Internet
[43]:

1. It could query an Earth-resident name server.

This results in a delay of a round-trip time in

the commencement of communication and this

delay may be significant in terms of the avail-

able communication time.

2. It could maintain a secondary name server lo-
cally. If so, some updates would dominate com-

munication channel utilization to the exclusion

of other data.

3. It could maintain a static list of host names and

addresses. This has the disadvantage of not scal-

ing well as the system grows.

Because of the delay-tolerant nature of the In-
terPlaNetary Internet, name/address binding at

intermediate nodes is not considered detrimental

to the overall delay performance. Therefore, the

tiered naming and addressing [14] is proposed to

address the challenges in employing DNS in delay

tolerant networks such as the InterPlaNetary In-

ternet. A name tuple identifies a communicating

entity and is comprised of two variable length
portions: {region ID, entity ID} [45]. The

region ID identifies the entity�s region and is

known by all regions in the InterPlaNetary Inter-
net. The entity ID is a name local to its local

region and treated as opaque data outside this

region. The opacity of entity names outside their

local region enforces late binding, i.e., the entity

name of a tuple is not interpreted outside its local

region, which avoids having a universal name-
to-address binding space (and its associated data-

base and synchronization issues), and preserves a

significant amount of autonomy within each re-

gion. Specifically, the tuple structure requires at

least two indirect lookups to ultimately determine

the endpoint: One to resolve the region ID to a

valid local next-hop, and the second to resolve the

region-specific entity ID to a valid next-hop or
aggregate-set address within the specific region.

Fig. 9 gives a simple example of using tuples as the

naming method in the InterPlaNetary Internet,

which is composed of three distinct regions inter-

connected by two gateways GW1 and GW2. The

name tuples of a source node in Earth�s Internet, a
destination node in Mars� Internet, and the gate-

ways are shown.
The tiered naming and addressing enables new

regions with new naming and addressing systems

to be added without impact on previously de-

ployed nodes, and keeps the DNS translation ef-

ficient in the InterPlaNetary Internet [14]. In terms

of designing the addressing space, it is suggested in

[45] that the names are directly used to identify

objects, or any particular identifier space may be
used together with a name translation. For the

addressing in the InterPlaNetary Internet, the

objective is to make it as compatible as possible

with existing IP technologies [102]. Therefore, in
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[31] and [102], Internet address space is used to

identify the objects. The current deployment of

addressing scheme in the Internet uses IPv4. IPv6

has also been designed to replace the IPv4 since it

solves the address depletion problem and adds

many improvements to IPv4 in areas such as
routing and network auto-configuration [40].

However, IPv6 has seen little practical deployment

for its lack of backward compatibility [60].

Therefore, the coexistence of IPv4 and IPv6 is

expected in the InterPlaNetary Internet.

Whereas IP addresses are assigned topologically

in the Internet, names are directly used for low-

level communication in some distributed systems
such as the sensor networks. These names are ex-

ternal to the network topology and based on ap-

plication characteristics such as sensor types or

geographic location [56]. To allow interoperabil-

ity between different types of subnetworks such

as the InterPlaNetary Backbone Network and

InterPlaNetary External Networks (e.g., sensor

clusters), adaptation between topology-based
addressing and application-based naming is re-

quired.

When a uniquely addressed end-node travels

through different sub-networks in the InterPlaNe-

tary Internet, the registration and routing must be

updated accordingly. Mobile-IP [82] allows hosts

to seamlessly roam among various IP sub-net-

works. Moreover, if the spacecraft has multiple
instruments that are IP addressable, the mobile

router technology [82] can be used as an automated

solution to enable the entire network onboard the

spacecraft to roam. The mobile IP and mobile

router technologies can be used for communication

in PlaNetary Networks, example applications in-

clude NASA�s near-planetary observation and

spacecraft sensing [71]. However, their use in the
InterPlaNetary Backbone Network is limited due

to the extremely high propagation delays of the

InterPlaNetary Backbone links. To achieve effi-

cient routing, new mechanisms and services are

needed to address the mobile elements as they

travel through different sub-networks.

In summary, to support end-to-end communi-

cation in the InterPlaNetary Internet, the expected
new universal addressing scheme should perform

the following functions:
• locate the elements in a hierarchical way in the

InterPlaNetary Internet architecture, support

for efficient routing through different sub-net-

works and under node movement;

• allow the InterPlaNetary Internet to expand
while maintaining the addressability of previ-

ously-deployed elements;

• dynamically allocate addresses, i.e., retrieve ad-

dresses from nodes under power failure or phys-

ical damage, and assign new addresses to newly

deployed elements.

5.2. InterPlaNetary backbone network

The InterPlaNetary Backbone Network in Fig.

1 consists of the long haul data links (direct link or

multi-hop paths) among backbone elements, such

as devices on outer-space planets, the Earth,

moons, and satellite relays. It provides the data

delivery across interplanetary distances to support

deep space exploration.

5.2.1. Challenges and related work

The main challenges that affect network layer

design in the InterPlaNetary Backbone Network
are long and variable delay, and intermittent con-

nectivity.

• Long and Variable Delay. As explained in Sec-

tion 4, the InterPlaNetary backbone links may

have extremely long propagation delays. In

such networks, routing protocols most severely

affected are those distributed algorithms, which
require timely dissemination of state. Without

timely distribution of topology information,

routing computations will fail to converge to a

common solution, resulting in route inconsis-

tency or oscillation. The movement of some

backbone nodes (such as planets and satellite

relays) adds to the variability of delay. The

movement of nodes during propagation must
be considered while computing the routes or

while scheduling the packet forwarding time.

• Intermittent Connectivity. Intermittent links

cause several challenging problems: determining

the predicted time and duration of intermittent

links and the degree of uncertainty of these esti-

mates, obtaining knowledge of the state of
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pending messages, the scheduling of their trans-

mission when the link becomes available, and

decision of the time at which to abandon the

wait for a predicted link. Because of the mes-

sage-oriented nature of the deep space explora-
tion system, it is preferable that optimal path

selection and transmission time assignment is

done prior to message transport. However,

these problems are difficult due to the temporal

nature of the topology graph (edges come and

go according to the schedules that may be

known in advance or abruptly due to interfer-

ence) and the non-negligible edge transit times.

To deal with the above-mentioned challenges,

some research attempts have been made recently

to address the networking layer issues in the In-

terPlaNetary Backbone Network. Space Commu-

nication Protocol Standards-Network Protocol

(SCPS-NP) by CCSDS [31] is proposed as a

scalable network protocol for in-space routing
through networks containing space or other wire-

less data links. To allow the designers to accom-

modate the differences from one mission to

another, SCPS-NP provides multiple options to

meet the requirements and constraints of specific

missions. For example, SCPS-NP employs scalable

bit-efficient header using a technique called capa-

bility-driven header construction to reduce the
transmission overhead. The format of the packet

header is based exclusively on the protocol�s ca-

pabilities required for each particular datagram.

Routing tables can be configured either statically,

centrally, or locally by exchanging state informa-

tion among each other. In addition, selectable

routing method is used for datagrams with differ-

ent priorities. Since the routing algorithm in SCPS-
NP is implementation-specific, the detailed design

should first be worked out to address the above-

mentioned challenges before using SCPS-NP in the

InterPlaNetary Backbone Network.

The InterPlaNetary Internet can be regarded as

a special type of the DTN [19] where continuous

end-to-end connectivity cannot be assumed. To

deal with the intermittent property of the inter-
planetary backbone links, the tiered routing

mechanism uses both current and expected con-

nectivity information. Specifically, routes through
the InterPlaNetary Backbone Network are com-

prised of a sequence of contacts that indicate the

duration, endpoints, and forwarding capacity of a

link in the topology graph. Contacts may be an-

ticipated in a variety of ways [14]

• they may be scheduled by explicit network man-

agement;

• they may be discovered in real time within re-

gions with small propagation delays;

• they may be predicted based on region-specific

structural awareness;

• they may be computed stochastically based on

prior contact history.

One-hop link state information and a distance-

vector type of aggregation beyond one hop is

maintained to obtain a probabilistic view of the

overall topology. Rerouting is conducted if an

episode of connectivity does not occur as expected.

5.2.2. Open research issues

Despite some protocols proposed for routing in

the InterPlaNetary Backbone Network, the fol-

lowing research issues need further exploration:

• Distribution of Topology Information. Possible

ways to distribute the topology information

over the InterPlaNetary Backbone Network

are:
1. Combination of link state and distance vector

information exchange. For example, the link

state information can be exchanged within

local (e.g., one-hop) range, whereas dis-

tance-vector type of aggregated information

beyond local range is obtained.

2. Distribution of trajectory and velocity infor-

mation. This method has low signaling
overhead, but it requires strict time synchro-

nization, the ability to compute the locations

at any time from the trajectory information

at any node, active update and correction

of location and congestion information. An

efficient way to distribute the information

from Earth is needed as well.

• Path Calculation. Unlike the terrestrial Internet,
the InterPlaNetary Backbone Network is com-

posed of links with variable length and intermit-
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tent existence. No optimal path can be guaran-

teed through the packet routing process without

overall knowledge of the network topology and

possible environmental impacts. Hop-by-hop

routing is expected using incomplete topology
information and probabilistic estimation.

Moreover, adaptive algorithms are needed to

decide when and how to reroute packets,

whether or not to keep a local copy of for-

warded packets and when to drop it. When a

packet arrives at the border of a PlaNetary Net-

work, specific routing protocols adaptive to the

local circumstances can be initiated to continue
forwarding the packet to its final destination.

• Interaction with Transport Layer Protocols. Just

as the border gateway protocol (BGP) ties to-

gether different autonomous systems (ASs) in

the Internet, routing protocols in the InterPla-

Netary Backbone Network unite different Pla-

Netary Networks and InterPlaNetary External

Networks together. BGP is built on TCP.
Therefore, BGP performs poorly in high-delay

environments when TCP is unable to keep a

connection established [96]. Moreover, inaccu-

rate timeout interval estimates may adversely

affect the path calculation algorithms. Likewise,

the performance of routing protocols will be af-

fected by the transport layer protocols, such as

those described in Section 4. The interaction be-
tween transport and network layers needs to be

considered to achieve better performance.

5.3. PlaNetary networks

The routing in PlaNetary Networks is a neces-

sary part to achieve end-to-end communication

between Earth and outer-space planets. It also
integrate the local planetary components, such as

orbiting satellites, rovers, landers, and sensor

clusters, to realize autonomous communication

and control.

5.3.1. Challenges and related work

The challenges for routing in the PlaNetary

Network are summarized as follows:

• Extreme Power Constraints. Space elements

mainly depend on rechargeable battery using
solar energy [80]. Therefore, the PlaNetary Net-

work nodes may fail permanently or temporarily

with very long periods of failure when there is

no light for a long duration. The power avail-

ability is of overriding importance to the PlaN-
etary Surface Network.

• Frequent Network Partitioning. The network can

be partitioned due to environmental factors [19],

such as meteoroid shower, high electromagnetic

radiation, sand storm, and node malfunction.

• Adaptive Routing Through Heterogeneous Net-

works. As shown in Fig. 2, the PlaNetary Net-

work includes fixed elements (e.g., landers),
satellites with scheduled movement, mobile ele-

ments with slow movement (e.g., rovers, bal-

loons), mobile elements with fast movement

(e.g., powered spacecraft), and low-power sen-

sor nodes in clusters. Adaptive protocols are

needed to maintain the connectivity and achieve

seamless routing among these elements.

Terrestrial mobile ad hoc networks and sensor

networks also face power constraints and topology

dynamics. Therefore, much of the ongoing work in

these areas is relevant and timely. Generally, the

ad hoc routing protocols proposed for terrestrial

networks either

1. concentrate on developing power-related rout-
ing metrics such as to minimize energy con-

sumption or to maximize the lifetime of the

network [21,91,98],

2. control the network topology by changing the

transmit powers of the nodes [66,87,110] or

3. use multiple paths simultaneously to increase

the probability that the information is received

at the destination [79].

Some of these emerging terrestrial technologies

can be applied to the PlaNetary Network. How-

ever, their performance depends on the node

density and the connectivity of the network. For

sparse networks, the role of nodes for avoiding the

network partitioning is more crucial. In outer-

space planets, frequent power failure and node
damage may cause frequent network partitioning

that will affect the performance of the above-

mentioned routing protocols.
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In respect to data delivery in a network expe-

riencing frequent partitioning due to sporadic or

constant disconnectivity, a number of research

efforts have arisen recently. Epidemic routing [108]

relies upon ‘‘carriers’’ to carry messages between

disconnected portions of the network through
node mobility. The carriers exchange messages

with other nodes when they meet. An example of

epidemic routing is depicted in Fig. 10, in which

carriers C1 � C3 are utilized to transitively deliver

the messages to its destination at some later time.

The MULE architecture [95] adds an intermediate

layer of mobile nodes to the existing relationship

between sensors and access points used in typical
sensor network designs. The MULEs are mobile

transport agents with large storage capabilities and

renewable power. They collect data from fixed

sensor nodes and later transfer to access points in a

store-and-forward manner. In ZebraNet [65],

wireless sensor nodes are attached to animals,

which can be seemed as the sensor and the MULE

mapped to the same device. The sensor nodes
collect location data and send data when they

come in radio range of the mobile access points

(only active some of the time). These ideas can be

leveraged in PlaNetary Surface Networks for

routing during periods of disconnection.

Since space exploration missions may be carried

out on different parts of the planet, the PlaNetary

Surface Network may be divided into several
physically disconnected sub-networks where each

belongs to a community region as shown in Fig. 2.

One possible way to resume the connection be-

tween partitioned domains is through the satellite

connections. This calls for the use of satellites in

the PlaNetary Satellite Network to assist surface

communications and node reconfigurations. In

addition, the cost of the landing equipments on
remote planetary surfaces motivates designers to
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Fig. 10. An example of ep
keep as much communication infrastructure in

orbit as possible [18]. Several routing protocols in

terrestrial satellite IP networks have been pro-

posed in recent years [6,23,46,58]. Some of them

only consider routing within satellite network

[46,58]. Although others [6,23] incorporate the
routing between terrestrial gateways through sat-

ellite network, it is assumed that the gateways are

fixed and directly connected to satellites. The

support for the surface network topology mainte-

nance is lacking in these protocols.

Because of the extreme long delay from the

Earth control center to outer-space planets, au-

tonomous control and local coordination is re-
quired to maintain network connectivity, make

timely local decision based on the temporal con-

ditions, detect and recover from the reduction in

resources and change in topology that are resulted

in unpredictable failures by the harsh environment

[25]. The Sensor Web project [101] poses an inter-

esting approach to realize coordination and in-

formation sharing among multiple sensor nodes.
The sensor web consists of intra-communicating,

spatially distributed sensor pods that are deployed

to monitor and explore environments. Different

from ‘‘sensor networks’’, sensor web allows in-

formation gathered by one sensor shared and used

by other sensors, thus sensor webs can react and

modify their behavior on the basis of the collected

data [41]. An example sensor web architecture for
Mars exploration is shown in Fig. 11, where the

first tier of mother pods (cubes) form their own

Web structure, leading to the idea that the sensor

web is a web of Web nodes [42]. Individual

(spherical) pods are not necessarily associated with

a particular (cubic) mother pod. Mother pods can

communicate with Mars surface elements, such as

landers and rovers, which have the capability to
connect with the Mars orbiting satellites. As an
time = t2 > t1

D

C2

C3
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S

idemic routing [108].
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ration [101].
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example for the application of space exploration,

sensor webs can be used together with orbital

spacecrafts to adaptively adjust the monitoring

spatial scales between those of a lander to those of

an orbital platform [41]. Webs of sensors carried

on orbiting satellites allows the observation area to

extend to a global scale [69]. Therefore, sensor web

is a very promising concept that can be exported to
the PlaNetary Networks.

5.3.2. Open research issues

Because of the extreme environmental con-

straints and lack of timely control from the Earth,

distributed processing and local decisions is re-

quired for network layer protocols in the PlaNe-

tary Networks. The following are some of the key
issues to realize the autonomous and reconfigura-

ble PlaNetary Network:

• Routing Support from Satellites. The satellite or-

biting a planet can act as gateways between the

InterPlaNetary Backbone Network and the

PlaNetary Network. They also help to build a

robust communication and navigation infra-
structure at the planet. Therefore, PlaNetary

Satellite Network plays an important role to

support the end-to-end routing between Earth

and outer-space planet, as well as between com-

munity regions within PlaNetary Surface Net-

works. Meanwhile, new protocol support from

the satellites is called to help maximize the con-
nectivity of the PlaNetary Surface Network. For

example, a surface element can be moved to a

new position by the command from an above

satellite to achieve better network connectivity.

• Topology Maintenance and Re-configuration.
The frequent network partitioning in the PlaN-

etary Surface Network calls for network recon-

figuration mechanisms to reconstruct network

topology to achieve better performance, e.g.,

extend network lifetime, maximize network

connectivity, and minimize communication

overhead, etc. It is preferable that these mecha-

nisms are executed locally due to the long dis-
tance of interplanetary links to the Earth

control center. Local decisions can be made to

update network topology by node mobility,

power adjustment, and adaptive clustering, etc.

• Power Efficiency. Power efficiency is of great im-

portance in developing mechanisms in the

PlaNetary Surface Networks. Therefore, rout-

ing decisions should consider power availability
at each node; network reconfiguration should

reduce power dissipation in topology set up

and maintenance; surface elements can switch

to sleep mode temporarily when no mission is

planned and under unfavorable environmental

conditions.

• Cross-layer Interaction. The adaptive protocol

design that works efficiently on an end-to-end
basis in the PlaNetary Network is challenging.

However, due to the extreme environment char-

acteristics, different layers are likely to use the

same information (such as the location and en-

ergy information) in making layer-specific deci-

sions. Moreover, in a dynamic wireless network

with nodes of different capabilities and mobility

levels, different layers need to cooperate closely
to meet the QoS requirements of the applica-

tions. As an example, cross-layer metrics can

be developed and utilized to make relevant deci-

sions, e.g., routing decisions, which suit the sys-

tem as a whole.
6. Data link layer issues

The data link layer is mainly responsible for the

multiplexing of data streams, data frame detection,
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medium access and error control. It performs the

transmission of the upper layer protocol data units

over physical space channel. In this section, we

explore the challenges, existing solutions and the

open research issues in the data link layer for In-

terPlaNetary Internet.

6.1. Medium access control

Medium access control is required in the data

link layer to accommodate multiple nodes to share

the same transmission medium by utilizing net-

work resources with maximum efficiency and

minimum contention. Although the objective of
medium access control (MAC) layer is common,

the challenges experienced and hence the required

solutions significantly differ for different architec-

tural elements of the InterPlaNetary Internet.

Therefore, we will explore the issues pertaining to

MAC separately for InterPlaNetary Backbone

Network and PlaNetary Networks.

6.1.1. InterPlaNetary backbone network

The challenges posed by the InterPlaNetary

Backbone link for the MAC layer protocols can be

summarized as follows:

• Very Long Propagation Delay. As explained in

Section 4, the InterPlaNetary Backbone links

have extremely high propagation delays. This
characteristics lead to rule out a certain class of

MAC protocols proposed for LANs andWANs.

• Physical Design Change Constraints. The MAC

protocols should be designed such that mini-

mum physical or hardware changes are neces-

sary at the controllers in the space.

• Topological Changes. Due to the possible fre-

quent topology changes, MAC protocols need
to accommodate reconfigurability and dynamic

access control mechanisms.

• Power Constraint. The limitations in the power

require stringent use of memory, processing,

and communication powers, which require

power-efficient MAC designs.

In [85], the MAC protocols for satellite com-
munications have been studied and classified as

follows:
• fixed assignment protocols;

• demand assignment protocols;

• random access protocols;

• hybrid of random access and reservation proto-

cols;
• adaptive protocols.

Based on this classification, frequency-division

multiple access (FDMA), time-division multiple

access (TDMA), and code-division multiple access

(CDMA) based schemes are fixed assignment

protocols since the allocation of the channel

bandwidth to a station is a static assignment.
FDMA does not require any coordination or

synchronization. However, FDMA is not suitable

for InterPlaNetary Backbone network since the

channel allocated to an idle node cannot be used

by other station. On the other hand, TDMA also

has allocated channels within time slots and it does

require time synchronization, which is also an

important paradigm in InterPlaNetary Internet as
will be described in Section 8. CDMA does not

have any of these problems, although it has lower

throughput. However, an extensive performance

evaluation is yet to be performed to assess the

suitability and the performance of all these fun-

damental MAC schemes and their variants in the

InterPlaNetary Internet.

The link layer for the deep space long-haul links
has been thus far addressed by the Packet Tele-

command [32] and Packet Telemetry standards [27]

established by the CCSDS. Packet Telecommand

incorporates the Virtual Channelisation method

which is responsible for the MAC layer function-

alities. Virtual Channelisation allows the various

sources to be virtually granted exclusive access to

the physical channel by assigning them transmis-
sion capacity on a frame-by-frame basis. Each

transfer frame is identified as belonging to one of

the up to eight virtual channels. This method is

normally used to separate sources or destinations

with different characteristics [32]. For example, if a

payload produces scientific imagery data with

packets containing many thousands of octets, and

a number of other instruments which generate
smaller packets, the system architecture would

assign the imaging instrument packets to one vir-

tual channel and to handle the rest by multiplexing
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them onto a second virtual channel. Different vir-

tual channels can also be used to separate real-time

data from time-insensitive data.

On the other hand, the Operating Missions as

Nodes on the Internet (OMNI) project [102] at

NASA Goddard Space Flight Center (GSFC) de-
fines and demonstrates the end-to-end communi-

cation architecture for future space missions. The

OMNI project chooses high-level data link control

(HDLC) protocol for the link layer protocol on

space-to-ground links [59]. This choice is mainly

motivated by the fact that HDLC has been widely

used in communication equipments for decades

and provides basic framing for many serial line
protocols such as SDLC, Frame Relay, and X.25.

Due to the point-to-point nature of the Inter-

PlaNetary Backbone links, HDLC suffices as the

link layer protocol for InterPlaNetary Backbone

links without any specific medium access control

mechanism. However, HDLC alone cannot pro-

vide reliable link layer transmission, hence it is

used along with convolutional and Reed Solomon
forward error correction codes [81].

6.1.2. PlaNetary networks

Although the challenges described above for

InterPlaNetary Backbone links apply for PlaNe-

tary Networks as well, their magnitude and the

order of significance and effectiveness significantly

vary. For example, while the link delays are very
low for PlaNetary Surface Network links; the link

delays are high for PlaNetary Satellite Network

links, but not even comparable to the InterPlaN-

etary Backbone links. On the other hand, power

limitations and the physical design considerations

become more challenging in PlaNetary Networks.

Furthermore, the need for an efficient MAC pro-

tocol is especially greater in the PlaNetary Net-
works due to the highly shared transmission

medium in the denser network deployment com-

posed of the architectural elements of the PlaNe-

tary Satellite and Surface Networks.

The MAC protocols proposed for satellite

communications [85] can be used at the PlaNetary

Satellite Networks with proper modifications and

improvements. The link layer issues for the Plan-
etary Surface Network, on the other hand, could

be addressed by incorporating the existing MAC
protocols for mobile ad-hoc networks and wireless

sensor networks [9]. However, these solutions need

proper modifications and improvements to address

the heterogeneous networking environments of the

Planetary Networks.

For short-delay proximity space links, Proxi-
mity-1 link layer protocol [26] is currently being

developed by the CCSDS. Proximity space links

are defined to be short-range, bi-directional, fixed

or mobile radio links, generally used to commu-

nicate among probes, landers, rovers, orbiting

constellations, and orbiting relays [26]. The Proxi-

mity-1 protocol is a bi-directional data link layer

protocol specifically designed for short-range
communications between surface vehicles and

planetary orbiters in the Planetary Satellite Net-

work as shown in Fig. 2, or between multiple

spacecraft flying in a constellation [13]. The pro-

tocol incorporates five sub-layers: Coding and

Synchronization, Frame, Medium Access Control,

Data Services, and Input/Output. It provides both

reliable and best-effort message delivery services;
fixed block size and variable length messaging; and

enables the orbiter to access several surface

elements. The Medium Access Control (MAC)

sub-layer is responsible for the establishment and

termination of each communications session and

for any operational changes in the Physical layer

configuration made during the data services phase

[26]. Some of the operations performed by the
MAC sub-layer require a handshaking process

between the sending transceiver and the respond-

ing transceiver based upon interpretation of values

of the interlayer control signals. Because of the

potential for loss of an inter-transceiver control

message due to corruption across the space link,

MAC activities require a persistence process to

ensure that the expected results of an activity are
verified before any other activity is started [26].

Although the protocol specification includes some

procedures for contention management for multi-

ple orbiters, further research is required to obtain

a concrete solution that addresses the medium

access problems of the Planetary Networks in the

InterPlaNetary Internet. A subset of the Proxi-

mity-1 protocol will be first implemented for com-
munication between the Mars Odyssey satellite,

which is currently orbiting Mars, and the Mars
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Express/Beagle II lander scheduled for launch in

June 2003 [35].

As a result, although there exists previous rel-

evant research in this direction, medium access

control for InterPlaNetary Internet is still vastly

unexplored research field. Furthermore, adaptive
MAC protocols would be preferable to achieve

unified efficient solution for the heterogeneous

environments of the PlaNetary Networks.

6.2. Error control

Another important function of the data link

layer is the error control of transmission data.
Typical error control mechanisms fall into two

classes, i.e., ARQ and Forward Error Correction

(FEC) [83]. ARQ mechanisms are mainly based on

the retransmission of lost packets. FEC mecha-

nisms, on the other hand, are based on the trans-

mission of redundant information along with the

original information so that the lost original data

can be recovered from the redundant information.
Although FEC is an effective mechanism for error

control without retransmission, its main drawback

is the transmission overhead. Hence, FEC in-

creases the probability of successful frame delivery

at the expense of increased bandwidth usage. The

overhead is high, especially when the channel is

loss free. In this section, we explore the currently

proposed error control techniques and their
shortcomings for InterPlaNetary Backbone and

PlaNetary Networks.

6.2.1. InterPlaNetary backbone network

The deep-space channel is safely modeled as the

memory-less Additive White Gaussian Noise

(AWGN) channel [38]. However, space links need

to operate at reasonably low error conditions in
order to deliver useful scientific data. For this

reason, all NASA missions, including Earth orbit

and deep space, design their RF systems to provide

10�5 or better bit error-rate (BER) after physical

link coding [92]. Therefore, despite the existence of

reliable transport layer protocols, the data link

layer and its error control/correction capabilities

play a crucial role in the overall performance of
the deep space communications for both data and

multimedia traffic delivery.
The most important challenges for the selection

and design of error control mechanisms are once

again very long propagation delay of the Inter-

PlaNetary Backbone links and the power con-

straints of the space nodes. Since ARQ

mechanisms are mainly based on the retransmis-
sion of lost packets, they can be directly ruled out

due to very long delays of the InterPlaNetary

Backbone links. Therefore, FEC schemes become

almost only practical option for error control in

the InterPlaNetary Backbone Network. Because

of the large transmission distances involved, which

cause severe signal attenuation, powerful, low-rate

codes, with complex decoding methods, are re-
quired [38].

There exists considerable amount of research on

FEC in satellite and wireless communications

[74,93]. However, all these works are for satellite

links which have relatively much lower link delays

than the InterPlaNetary Backbone links. Fur-

thermore, most of the FEC schemes proposed for

terrestrial satellite links consider rician fading
channel, which may not hold for deep space

channel of the InterPlaNetary Backbone links.

Therefore, their performance are yet to be assessed

for very long propagation delay links.

For deep space missions, CCSDS Telemetry

Standard includes the recommendation for the

Telemetry Channel Coding [28] which defines pos-

sible practical FEC schemes to be used based on
the performance requirements of the specific space

mission. Thus far, many space missions exploited

these FEC schemes described and recommended

in the Telemetry Channel Coding recommendation.

In theTelemetryChannel Coding recommendation,

the rate 1/2 convolutional code is recommended

for Gaussian channels. If the space channel for a

specific mission is further bandwidth-constrained
and cannot tolerate the increase in bandwidth

required by the basic convolutional code, the

punctured convolutional codes are also included in

the recommendation due to its advantage of smaller

bandwidth expansion. Furthermore, to accom-

modate the missions which require a greater

coding gain, the CCSDS recommendation incor-

porates a concatenated codes, which are mainly
concatenation of the convolutional code as the

inner code with the Reed–Solomon code as the
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outer code. The typical CCSDS concatenation

standard is illustrated in Fig. 12. Moreover, the

turbo codes are recommended to obtain even

greater coding gain where it is required.

On the other hand, the Packet Telecommand

standard of the CCSDS seeks to achieve link-layer
reliability by providing a go-back-n frame re-

transmission protocol, known as the Command

Operation Procedure (COP) [13]. However, COP

is mainly designed to address the short-range

communication links. In [34], Advance Orbiting

Systems recommendation by CCSDS includes a

space link ARQ protocol (SLAP) for handling link

layer issues of the space missions. SLAP is a part
of the proposed data link layer structure, which is

composed of virtual channel link control sub-layer

and virtual channel access sub-layer. It performs

ARQ link layer protocol over created Virtual

Channels. However, ARQ mechanisms are not

suitable for the InterPlaNetary Backbone links

due to very long propagation delay. Hence, the

virtual channels are protected by Reed Solomon
forward error correction codes. AOS recommen-

dations are used by the International Space Sta-

tion and many Earth-observing missions [13].

Similarly, the Operating Missions as Nodes on

the Internet (OMNI) project [102] uses convolu-

tional and Reed Solomon forward error correction

codes [81] to assure reliable frame delivery, since

HDLC alone cannot provide reliable link layer
transmission at the link layer.

In summary, although there exists considerable

experience in the application of error control in the
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Fig. 12. An example of CCSDS concatenation standard [38].
space communications, the performance of the

existing solutions over the InterPlaNetery Back-

bone link and the development of the optimum

error coding schemes are key open research issues

yet to be investigated.

6.2.2. PlaNetary networks

Due to the similarities between the PlaNetary

Satellite Network links and the terrestrial satellite

channels, the FEC schemes proposed for terrestrial

satellite links [74,93] can be applied for the PlaN-

etary Satellite Networks.

As the PlaNetary Surface Networks are com-

posed of several mobile and static wireless ad hoc
and sensors, the error control solutions proposed

for terrestrial wireless networks, wireless sensor

and ad-hoc networks are possible candidates for

this environment. In this respect, ARQ becomes a

viable option again due to its low delay access

links. However, ARQ alone may lead to significant

communication inefficiency in the existence of high

link errors due to harsh space environments and
atmospheric effects. Therefore, hybrid ARQ

schemes, which take advantage of both FEC and

ARQ methods, would be an important design

principle for the PlaNetary Surface Networks.

Furthermore, the scarcity of the power resources

at the remote communication nodes such as sen-

sors, landers, and rovers require specifically

tailored FEC schemes which have high energy-
efficiency as well as powerful correcting capabil-

ity. In this respect, the impact of adapting packet

size and error control on energy efficiency in

wireless systems is investigated in [70,78]. In [97],

the authors examine this issue for wireless sensor

networks and observe that FEC is generally inef-

ficient if the decoding is performed using a mi-

croprocessor and recommend an on-board
dedicated Viterbi decoder. Hence, hybrid ARQ

schemes with simple encoding techniques that en-

able easy decoding might be preferred as the en-

ergy efficient solutions for the PlaNetary Surface

Networks.

The Proximity-1 link layer protocol [26] recom-

mended by the CCSDS for the proximity space

links also incorporates Coding and Synchronization
sub-layer as one of its five main sub-layers. In

this sub-layer, 32-bit Cyclic Redundancy Check
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(CRC-32) are attached to the transfer frames for

an asynchronous data link.

On the other hand, due to the architectural

heterogeneity of the PlaNetary Networks, one er-

ror control method simply may not be adequate

to provide efficient error control within the PlaN-
etary Network. Therefore, adaptive error control

schemes can significantly improve the communi-

cation performance while reducing design, imple-

mentation, and processing requirements.

6.3. Open research issues

Although the recommendations by the CCSDS
and research and implementation experiences

within OMNI project framework are possible

solution candidates for the link layer issues of the

InterPlaNetary Internet, the area is vastly unex-

plored and open to extensive research effort to

develop the solutions that fit best to the require-

ments of the InterPlaNetary Internet. The key

open research issues can be summarized as follows:

• MAC for InterPlaNetary Backbone Network.

New MAC protocols should be devised which

can accommodate extremely long delay Inter-

PlaNetary Backbone links as well as high link

errors. The MAC schemes should be able to ac-

commodate both reliable data and multimedia

traffic requirements.
• MAC for PlaNetary Networks. New MAC pro-

tocols need to be developed for reliable data

and time-sensitive multimedia flows in the

PlaNetary Networks. The adaptive MAC pro-

tocols would be preferable in order to maintain

seamless communication throughout the PlaN-

etary Surface and PlaNetary Satellite Networks.

• Error Coding Schemes. In InterPlaNetary In-
ternet, the error coding is detrimental to the

performance of the entire communication.

Therefore, several coding schemes should be ex-

plored to find the optimum solution for space

communication needs. The design for such er-

ror coding scheme should also consider possible

power and processing constraints in the remote

communications nodes such as planetary land-
ers and rovers. To address the requirements

for the real-time delivery of the scientific audio
and visual data error coding schemes with very

fast and efficient encoding/decoding should be

investigated. New and very fast FEC schemes

such as Tornado codes [15], which are orders

of magnitude faster than standard erasure codes
such as Reed-Solomon, could be investigated.

Furthermore, adaptive error control schemes

would be preferred for PlaNetary Networks to

achieve unified efficient error control in the het-

erogeneous environments of the PlaNetary Net-

works. Moreover, hybrid ARQ schemes with

simple encoding techniques that enable easy de-

coding should be investigated as the energy effi-
cient solutions for the PlaNetary Surface

Networks.

• Cross-Layer Optimization. As explained in Sec-

tion 4.3, the cross-layer optimization is a signif-

icant research issue for efficient communication

throughout the InterPlaNetary Internet. At the

data link layer, MAC protocols and error con-

trol techniques should be developed by consid-
ering the interactions between the physical and

network layers. For example, while the physical

channel information should be exploited to the

maximum, the information residing at the data

link layer should be available to the upper lay-

ers. Therefore, these various avenues regarding

to the cross-layer interaction and optimization

should also be explored for the link layer proto-
cols to achieve resource-efficient reliable data

and multimedia transport throughout the Inter-

PlaNetary Internet. Furthermore, the optimal

packet size for the data link layer should be in-

vestigated to minimize the overhead and maxi-

mize the link performance considering the

InterPlaNetary Internet link characteristics as

well as the cross-layer interaction.
7. Physical layer technologies

The physical layer is mainly responsible for

frequency selection, carrier frequency generation,

signal detection, modulation and data encryption.

Most of the significant challenges for the realiza-
tion of the InterPlaNetary Internet exist due to the

physical layer issues. In this section, we explore the

current and possible future physical layer tech-
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nologies for different architectural elements of the

InterPlaNetary Internet.

7.1. InterPlaNetary backbone network

The wireless communication systems depend on
the radiated RF energy, which is subject to

spreading loss. This problem leads to significant

signal power degradation over very high distance

deep space links. In addition to this, signal-

to-noise ratio (SNR) requirement to reliably deci-

pher the received symbols amplifies the problem.

Therefore, the objective of high data rate delivery

of bits at very long distances over deep space
channel requires specifically tailored physical layer

solutions.

One possible approach is to increase the radi-

ated signal power via high power amplifiers such

as travelling wave tubes (TWT) or klystrons, both

of which can produce output powers up to several

thousand watts [111]. However, this comes with an

expense of increased antenna size, cost, and also
power problems for remote deep space nodes. The

NASA�s deep space network (DSN) has several

deep space communication stations around the

world with 70 meters antennas for the deep space

missions. The DSN is designed to operate in S-

Band and X-Band (2GHz and 8GHz respectively)

used for spacecraft telemetry, tracking and com-

mand.
While the existing communication infrastruc-

ture within the DSN will play crucial role at the

Earth side of the InterPlaNetary Internet, for high

data rate InterPlaNetary Internet backbone new

physical technologies are required. There exists

considerable ongoing research to achieve high data

rate physical layer InterPlaNetary backbone

technologies. The new 34m antennas that are being
designed to operate at Ka-band (32 GHz) will

improve the data rate over currently achievable X-

Band frequencies [63]. In addition, the power

amplifiers to amplify the radiated output power of

Ka-band transmitters are being developed [67]. In

the Cassini spacecraft, which is currently on the

way to explore Saturn, 20 watt 32GHz TWT am-

plifier has been used [9]. On the other hand, despite
its current technological immaturity, due to much

higher data rates, reduced mass, size and power
requirements, the optical communication technol-

ogies will also be employed to achieve high data

rate in the InterPlaNetary Internet backbone links

[9,112]. However, the deployment of the optical

communication technologies for the InterPlaNe-

tary Internet still remains a largely unexplored
domain.

On top of the RF backbone technology, the

carrier frequency selections and the RF modula-

tion schemes for different space missions have been

recommended by the CCSDS in [33]. Furthermore,

several channel coding schemes are studied and

recommended by the CCSDS for the deep space

channel [27,28]. However, due to its high coding
gain, compliance with CCSDS recommendations,

and reduced receiver complexity, Turbo codes are

mostly studied as a channel coding scheme at the

physical layer of the deep space channel. In [8], the

implementation of the Turbo decoder for a future

deep space mission is studied. In [24], it has been

shown that the Turbo codes, indeed, address the

deep space channel needs as recommended by the
CCSDS.

7.2. PlaNetary network

The most important challenge in the design of

physical layer technologies for the communication

nodes in the PlaNetary Surface Networks is their

physical limitations such as size, mass, and power
constraints. For the Planetary Satellite and Surface

Networks, the required physical layer technologies

are the small volume, mass, and low-power RF

receivers and transmitters operating over the UHF,

X-band, and Ka-band frequency regimes; and very

low power infrared depending on the planetary

node communication requirements [9]. For these

purposes, novel receiver-transmitters that are small
in size, mass, and with low-power requirement

need to be developed for physical layer technolo-

gies of the space nodes of the InterPlaNetary

Internet.

7.3. Open research issues

Despite the space communication experience
of almost over 40 years, the requirements of the

next generation space networks and hence the
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InterPlaNetary Internet dictate advanced physical

layer technologies. Open research issues in the

physical layer technologies for the InterPlaNetary

Internet range from power efficient transceiver

design for InterPlaNetary Backbone Networks to

modulation schemes for PlaNetary Surface Net-
work nodes. These open issues are summarized as

follows:

• Signal Power Loss. Powerful and size-, mass-,

and cost-efficient antennas and power amplifiers

need to be developed to minimize the effects of

the spreading loss due to the extremely high

propagation delay on the InterPlaNetary Back-
bone link performance.

• Channel Coding. Efficient and powerful channel

coding schemes should be investigated to

achieve reliable and very high rate bit delivery

over the long delay InterPlaNetary Backbone

links.

• Optical Communications. Optical communica-

tion technologies should be researched for a
possible application to InterPlaNetary Back-

bone Network due to their ability to accommo-

date much higher data rates, reduced mass, size

and power requirements.

• Hardware Design. Low-power, low-cost trans-

ceiver and antennas need to be designed for

PlaNetary Networks.

• Modulation Schemes. Simple and low power
modulation schemes need to be developed for

the communication nodes in the PlaNetary Sur-

face Networks such as networks of sensors, rov-

ers, and landers. Ultra-wide band (UWB) could

be explored for this purpose as it provides low-

power low-complexity wireless communication.
8. Deep-space time synchronization

As space technology advances, more equip-

ments may be deployed in the deep space for data

collection and space missions. These equipments

must have a common view of time in order to

coordinate and communicate with each other.

Also, time allows data to be interpreted in a
meaningful way. For example, correlation data

may be needed between a sand storm occurring at
one part of Mars and a magnetic storm occurring

at another part. The discussion of time synchro-

nization is separated into two parts. The first part

describes about the challenges and protocols in

deep-space time synchronization, and the second

part discusses about the clocks designed for deep-
space operations. These two parts are described in

Sections 8.1 and 8.2.

8.1. Challenges and protocols for deep-space

The challenges in synchronizing devices in deep-

space are as follows [115]:

• Variable and Long Transmission Delays. As ex-

plained in Section 4, the InterPlaNetary Back-

bone links have very long and variable delays.

The long and variable delays may cause a fluc-
tuating offset to the clock.

• Variable Transmission Speeds. Depending on

the characteristic of the link, the transmission

speed varies. This is due to the environmental

factor, e.g., solar radiation. It may produce a

fluctuating offset problem.

• Variable Temperature. The temperatures in dif-

ferent planets and deep-space are different. They
may cause the clock to drift in a different rate.

• Variable Electromagnetic Interference. This may

cause the clock to drift or even permanent dam-

age to the crystal if the equipment is not prop-

erly shielded.

• Intermittent Connectivity. The situation may

cause the clock offset to fluctuate and jump.

• Impractical Retransmissions. A time synchroni-
zation protocol can not depend on message re-

transmissions to synchronize the clocks,

because the distance between deep-space equip-

ments are simply too large.

• Distributed Time Servers. The deep-space equip-

ments may be required to synchronize to their

local time servers, i.e., equipments in Mars syn-

chronize to time servers in Mars. As a result, the
time servers in different planets must synchro-

nize to each other in order to provide a com-

mon view of time.

Currently, the Network Time Protocol (NTP) is

being modified for the InterPlaNetary Internet to
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provide time synchronization. Since NTP is not

designed to handle mobile servers and clients

(variable range and range rate with intermittent

connectivity), the time offset has wiggles of few

milliseconds of amplitude [115]. In addition, the

light-time between Earth and another planet
changes over time. For example, the light-time

changes from little over 1 s to 270 ms during a

period of around 1 year [115]. Furthermore, an

NTP client was ported to a UoSAT-12 spacecraft

[39], where it was used to synchronize the clock of

the spacecraft to the Universal Coordinated Time

(UTC) that was maintained by a time server. The

time server was located in the US Naval Obser-
vatory. The experiment showed that the clock

offset of the UoSAT-12 spacecraft was within

20 ms.

As the NTP is being modified to provide time

synchronization of devices in deep space, a differ-

ent technology is used to provide precise syn-

chronization among the three DSN sites, i.e.,

Goldstone, USA; Madrid, Spain; and Canberra,
Australia. It is the DSN Frequency and Timing

Sub-systems (FTS) [114]. The FTS uses several

atomic frequency standards to synchronize the

devices and provide references for the three DSN

sites. It has 10�15 frequency stability between 1000

and 10,000 s, and a timing pulse <2 ns jitter (1 r).
Besides having protocols to synchronize time,

the time must be represented in a meaningful way.
Hence, a recommendation of ‘‘Time Code For-

mats’’ is proposed to the CCSDS [36]. It describes

the formats of representing time in space data in-
Table 2

Time code formats

Format Description

CCSDS Unsegmented Time Code Represents time

reference epoch

CCSDS Day Segmented Time Code Represents time

or defined refere

CCSDS Calendar Segmented Time Code Describes the tim

year/day of year

CCSDS ASCII Calendar Segmented Time Code Composes of AS

YYYY-DDDTh

characters repres

second, respectiv

time code termin
terchange applications. The time code formats

consist of a preamble field (P-field) and a time

specification field (T-field). The P-field defines the

options, parameters, and encoding structure of the

T-field. There are four recommended time code

formats, and each format requires a different T-
field and P-field configurations. These formats are

described in Table 2.

In addition to the time code formats, a recom-

mendation for Proximity-1 space link protocol is

proposed to the CCSDS [26]. This recommenda-

tion describes the procedures to find the correla-

tion between the clocks of the proximity nodes.

After such correlation is obtained, the initiator
sends the UTC time and correlation data to re-

mote hosts. The hosts use the UTC time and

correlation data to correct the past UTC values or

project the future UTC values.

8.2. Clocks and oscillators

The stability and accuracy of a clock is very
important, especially when the clock is used as a

reference. The stability of a clock is separated into

two types: short and long term stability. They both

are required depending on the usage of the clocks.

For example, short-term stable frequency stan-

dards enable measurements of quick signal fluc-

tuations. They are cryogenic microwave oscillators:

10 K compensated sapphire oscillator, 77 K CSO,
and superconducting cavity laser oscillator [114].

These oscillators have great short-term frequency

stability and low phase noise.
in seconds and sub-seconds from January 1, 1958 or defined

in days, millisecond, and sub-milliseconds from January 1, 1958

nce epoch

e in year/month of year/day of month/hour/minute/second or

/hour/minute/second format

CII characters in the YYYY-MM-DDThh:mm:ss.d ! dZ or

h:mm:ss.d ! dZ format, where Y, M, D, h, m, s, and d ! d are

enting year, month, day, hour, minute, second, and fraction of a

ely; the character ‘‘T’’ and ‘‘Z’’ are calendar-time separator and

ator, respectively
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On the other hand, long-term stable frequency

standards allow time to be accurately kept within 1

min over 10 billion years (Linear Ion Trap Fre-

quency Standards (LITS)) [114]. The LITS uses

the mercury and ytterbium ions that are suspended

in space by radio frequency fields as a reference for
frequency and time. These ions/atoms may be

further cooled with laser to the desirable temper-

ature. In essence, the internal frequency of the ion/
Table 3

Current research projects

Project name Research area

DTN, IPN Architecture and protocol design

Bundling overlay protocol, postal

CCSDS Transport, network, data link and

Security and space file transfer

SCPS File handling (SCPS-FP), retransm

Data protection (SCPS-SP), netw

OMNI Operating missions as nodes on th

Investigate Internet technologies t

DSN NASA Deep Space Network

Support the exploration of the so

Mars Network Constellation of Microsats and M

Space Communications Space data delivery and distribute

Mobile Router Enable continuous connectivity u

for near-planetary observation an

TDRS Space network tracking, data, voic

satellites, the shuttle, internationa

Sensor Webs An network of wireless, intra-com

Establish a virtual presence throu

IPN3 A group of spacecraft equipped w

DSN FTS Frequency and timing sub-system

Provide frequency references and

InterPlaNetary Timekeeping Synchronization issues in the Inte

ifying the Network Time Protcol

PARCS Primary Atomic Reference Clock

Provide clock reference using a las

SUMO SUperconducting Microwave Osc

Develop a superconducting cavity

SpI Space Internet: Architecture and

Internet
atom is more clean resulting a better atomic clock.

Also, an atomic clock may also be synchronized

[64]. Since atomic clock represents a significant

advancement in technology, the Primary Atomic

Reference Clock in Space (PARCS) is an atomic-

clock mission scheduled for 2008 [116]. It uses a
laser-cooled cesium atomic clock and Global Po-

sitioning System satellites to transfer the time

among space stations. The atomic clock will be
HTTP location

http://www.dtnrg.org

class of service, security http://www.ipnsig.org

physical layers http://www.ccsds.org

ission control (SCPS-TP) http://www.scps.org

orking (SCPS-NP)

e Internet http://www.ipinspace.

gsfc.nasa.govo enable space operation

http://deepspace.jpl.nasa.gov/

dsnlar system and the universe

ARSats as a Mars ‘‘Internet’’ http://marsnet.jpl.nasa.gov

d communication http://scp.grc.nasa.gov

sing Internet-based protocols,

d sensing spacecraft

http://www.grc.nasa.gov/www/

RT2001/5000/5610ivan-

cic1.html

e and video services to NASA

l space station, etc.

http://tdrs.gsfc.nasa.gov/Tdrs-

project/

municating sensor pods http://sensorwebs.jpl.nasa.gov

ghout the solar system

ith gamma-ray burst detectors http://ssl.berkeley.edu/ipn3

for NASA�s DSN http://horology.jpl.nasa.gov/

dsnpage.htmlsynchronized timing signals

rPlaNetary Internet by mod-

(NTP)

http://www.eecis.udel.edu/

~mills/ipin.html

in Space http://www.boulder.nist.gov/

timefreq/cesium/parcs.htmer-cooled cesium atomic clock

illator Project http://bigben.stanford.edu/su-

mo/-stabilized oscillator system

protocol design for Space http://www.ece.gatech.edu/re-

search/labs/bwn/
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compared to a clock generated by the SUpercon-

ducting Microwave Oscillator [117]. The objective

of PARCS is to test gravitational theory, study

laser-cooled atoms in microgravity, and improve

the accuracy of timekeeping on earth [116].

8.3. Open research issues

Although the NTP protocol is currently being

modified for the InterPlaNetary Internet, there are

still many research issues that need to be resolved.

Some of them are listed below:

• Integration of Multi-domain Time. Since the dis-
tance between planets (an example of domains)

are pretty far apart, the translation of time be-

tween these domains requires attention. If time

synchronization packets are loss, the time be-

tween domains may fluctuate and deviate caus-

ing a temporal distortion in time. The distortion

may be devastating for time critical missions.

• Time Fluctuation. The variable delays may
cause time fluctuation with significant magni-

tude that may be unacceptable for some space

applications.

• Clean Clocks/Oscillators. The clocks/oscillators

need to handle radical changes in temperature

and electro-magnetic radiations. If the clocks/

oscillators are stable, the time synchronization

protocol requires less number of timing mes-
sages.
9. Conclusions

The vision of future space exploration includes

missions to deep space that require communica-

tion among planets, moons, satellites, asteroids,
robotic spacecrafts, and crewed vehicles. This vi-

sion involves in the design and development of

next generation deep space networks, which is

expected to be the Internet of the deep space

planetary networks and defined as InterPlaNetary

Internet. However, there exist significant chal-

lenges for the realization of this vision in several

aspects of the communication architecture. In this
paper, these challenges, the current status of the
research efforts to address them are explored along

with their short-comings. Many researchers and

several international research organizations are

currently engaged in developing the required

technologies to realize the InterPlaNetary Internet.

A list of current active related research projects is
provided in Table 3. Despite the considerable

amount of ongoing research in this direction, there

still remains significantly challenging tasks for the

research community to address before the real-

ization of the InterPlaNetary Internet. We antici-

pate that this survey will serve as a building block

for researchers around the world to motivate them

to solve these challenging problems and help to
realize the InterPlaNetary Internet.
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