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Abstract—Several IP-based routing algorithms have been a very dynamic environment. There are different approaches
developed for low-Earth orbit (LEO) satellite networks in recent  to solve connection-oriented routing problem. The heuristic
years. The performance of the satellite IP networks can be im- routing algorithm proposed in [1], [2] aims to reduce the

proved drastically if multiple satellite constellations are used in the . .
architecture. In this work, a multilayered satellite IP network is number of path handovers due to the satellite mobility. The al-

introduced that consists of LEO, medium-Earth orbit (MEO), and ~ gorithm presented in [3] uses the snapshots of the constellation
geostationary Earth orbit (GEO) satellites. A new multilayered to optimize the paths. A quality-of-service (QoS)-based LEO

satellite routing algorithm (MLSR) is developed that calculates satellite network is described in [4], which includes a routing
routing tables efficiently usin_g the collecteq delay measurements. scheme that resembles minimum hop routing in Manhattan
The performance of th_e mult_|layered satelllte_ network and MLSR Street Networks [5]. The probabilistic routing protocol (PRP)
is evaluated through simulations and analysis. : ) - AL .
] _ introduced in [6] aims to maintain the initial paths as long
W()'?I?Sex Terms—GEOs, IP routing, LEOs, MEOs, satellite net- 55 pogsible to minimize the signaling overhead. In [7], a
’ two-layered satellite network architecture consisting of LEO
and medium-Earth orbit (MEO) satellite networks and a routing
|. INTRODUCTION algorithm are proposed.

ATELLITE networks provide global coverage, are ca- With the explosive growth of the Internet, connectionless
able of consistently sustaining high bandwidth level§puting is being pushed to satellite networks. To realize this,
and support flexible and scalable network configurationatellites carry IP switches that forward packets independently.
Currently, more than half of the world lacks a wired networkhese IP switches are connected to each other as well as to
infrastructure. Locally built networks and individual hosts caground stations. There are several proposals regarding the
easily be connected to the rest of the world by installing satellif8-based routing in satellite networks. The so-call#tting
interfaces. They also constitute alternatives to terrestrial link¥Jgorithm delays the exchange of topology update information
In case of link failures and congestions, traffic can be routéttil it is necessary to send data packets [8]. However, it is
through satellites. shown in [9] that the Darting algorithm does not reduce the
One of the challenges of satellite networks is the developrotocol overhead. The datagram routing algorithm [10] aims
ment of specialized routing algorithms. The routing algorithnig route the packets on minimum propagation delay paths using
for satellite networks should compute paths with low commi distributed routing protocol. The routing protocol presented
nication and computational overhead, and adapt the routitig[11] uses a hybrid approach that uses geographic-based
decisions to the dynamic satellite network topology in re&puting and shortest path routing with limited scope.
time. Connection-oriented routing has been the focus of theThe existing routing algorithms described above for satellite
research for the low-Earth orbit (LEO) satellite networks ifP networks are based on the LEO satellites architectures only.
recent years. Connection-oriented routing proposals assuA®vever, we believe that a combination of different layers of
ATM-like switches in the satellites. The connections must ksatellites, such as LEO, MEO, and geostationary Earth orbit
established and maintained in the satellite network, which (SEO) satellites, would yield a much better performance than
these layers individually. Therefore, we propose a satellite net-
. . _ work architecture that consists of satellites in three layers, and
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Fig. 1.

A. Satellite Layers
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was introduced to cope with the problems caused by the mo-
bility of LEO satellites. In this approach, the entire LEO con-
stellation is divided into grid points. The grid points are spaced
with equal angular distances. The LEO satellite closest to the
center of a logical location is assigned to that logical location.
When the satellite assigned to a logical location changes, the
successor satellite must take the necessary routing information
from its predecessor. The links adjacent to the predecessor LEO
satellite are also switched to the new LEO satellite.

In our satellite network architecture, we use the logical loca-
tion concept to isolate the mobility of the LEO satellites from
the satellites in upper layers. Unlike the datagram routing algo-
rithm [10], which uses the logical locations to compute paths,
our routing algorithm uses the logical location concept to form
groups of LEO satellites. The formation of the satellite groups is
described in Section 1I-D. The MEO satellites can be organized
in an arbitrary manner as long as global coverage is provided
at all times. Similarly, it is assumed that there are enough GEO
satellites to provide global coverage.

A satellite in the GEO layer is denoted by. Similarly, M;_;

Satellite
Network

Proposed multilayered satellite network.

M ULTILAYERED SATELLITE NETWORK ARCHITECTURE

The satellite network architecture is divided into three layef€notes a satellite in the MEO layer which is in the coverage

that each cover the entire globe.

1)

2)

3)

area of the GEO satellit€/;. A LEO satellite; ; ; is in the
coverage area of the GEO satellitg and the MEO satellite

GEO Layer: The GEO layer is composed of all GEOMJ. In general, the coverage areas of two satellites of the same

satellites in the satellite network. The GEO satellites, by™*: 7. . : .
definition, have the same revolution cycle as the Eart gtelhte layer may overlap, e.g, two neighboring MEO satelllt_es
Consequently, they appear stationary when obserVAlgy cover thg same LEO satellite. In orQer to keep th_e notatl_on
from the Earth. The total number of satellites in the GE jmple, we will assume that such satglhtes communicate V.V'th
layer is assumed to h¥, and they are organized as aonly one of the satellites of'the same higher Iaygr. The d.esc.rll?ed
belt above the equator. e_llgorlthms can be generallzed to mclud_e satellites maintaining
MEO Layer:The MEO layer refers to the collection of aIIIInkS to multiple sateliites of the same higher layer.

MEO satellites in the network. This layer is positioned at

an altitude between the GEO and the LEO layers. We ds- Links in the Network

sume that there ad_éi]\q MEO sateIIiFes. The constellation The satellites maintain three types of links.

of the MEO satellites can be arbitrary as long as global
coverage is achieved at all times.

LEO Layer: The LEO layer consists of all LEO satel-
lites in the network. This layer has the lowest altitude
among the three satellite layers. The LEO layer contains

N, satellites. We assume that the LEO satellites form a

1) Inter-Satellite Links (ISLs)The communication within
a layer is accomplished over inter-satellite links (ISLs).
The LEO satellites are connected to their four immediate
neighbors in the same layer via duplex ISLs. The MEO
satellites are always connected to their immediate neigh-

Walker Star type [12] constellation.

Currently, GEO, MEO, and LEO satellite networks exist indi-
vidually. As stated before, their collaborative use will increase
the capacity, reliability, and performance in global scale com-
munications. A section of the proposed multilayered satellite
network is depicted in Fig. 1. The terrestrial gateways are cov-
ered by LEO, MEO, and GEO satellites. Once the packets are
sent to the satellite network, they are routed to the destination
gateway independently over multiple satellite hops in possibly
different layers. The routing decisions inside the satellite net-
work is isolated from the terrestrial networks. Note that the
number of satellites in a layer decreases with the increasing al-
titude. Therefore, we assume throughout the paperithat-

Ny > Ng.

B. Logical Location Concept and Satellite Notation

In the satellite network, the LEO and MEO satellites move
with respect to the Earth. In [10], tHegical locationconcept

2)

bors in the same orbit. The inter-orbital ISLs between the
MEO satellites are maintained whenever possible. Hence,
at any given time, every MEO satellife; ; is connected

toN (M, ;) other MEO satellites in the same layer, where
N() is a function that returns the number of neighbors of
a satellite in the same layer. The GEO satellites also com-
municate with their two immediate neighbors through
ISLs. ISL,_.4 denotes an ISL that connects satellites
andd in the same layer.

Inter-Orbital Links (IOLs):The communication between
satellites in different layers occur over inter-orbital links
(IOLs). In our architecture, I0Ls connect each satellite
with other satellites in its coverage area in the lower
layers. The satellites in the lower layers maintain IOLs to
satellites that cover them, as well. If two satelliteand

d are in different layers, and the satellite in the higher
layer covers the satellite in the lower layer, then they are
connected with two IOLs, which are denoted by 1Ql,

and IOL,_. ;. Note that the satellite may be in the GEO
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layer and the satellité may be in the LEO layer, i.e., the
IOLs are not necessarily established between satellit
in adjacent layers.

3) User Data Links (UDLs):The satellites communicate
with the terrestrial gateways over user data links (UDLs
A satellite can maintain UDLs to multiple terrestrial
gateways. Similarly, a terrestrial gateway may be direct
connected to multiple satellites in different layers. #
UDL between a satellite and a terrestrial gatewdy/ is
denoted by UDL_.1, wheres can be any satellite in any
layer, as long as it covefs.

GEO Layer

MEO Layer

D. Satellite Groups

In order to reduce the computational complexity in the sate Lo,
lites and the communication load on the network, the satelli »
network is organized hierarchically. In this hierarchy, satellit
are grouped and their management is given to a satellite in-
upper layer. The hierarchical organization is used for routir
table calculations. The data packets are forwarded indepenc
of this hierarchy. There are two types of satellite groups in our
architecture. Fig. 2. Hierarchical organization of the satellite network.

1) LEO Groups: A LEO group £; ; is the collection
of all LEO satellites that are in the coverage area @frganized in four groups of size nine. The LEO and MEO

LEO Layer

the MEO satelliteM; ;, i.e., L;; = {L; x|k = groups have the same subscripts as their manager satellites.
0,...,8(£i,;) — 1}, where S() is a function that The LEO groupslo o, ..., Lo s are managed by the MEO
calculates the size of a satellite group. All satellites '§ate|l|tesMo 0, -+, My, 3, respectively. The four MEO satel-

a LEO groupZ; ; are connected to the MEO satellitgjteg Moo, - Mo 5 constitute the MEO groupM,, which
M;,;, which is the manager of that LEO group. Thes managed by the GEO satellit§,. The 10Ls and UDLs
LEO groups may be composed of different number Gfre omitted in Fig. 2. Note that the satellites in a given layer
satellites. There is a one-to-one correspondence betwegfually move in circular orbits at the same altitude, which form
LEO groups and their managers. an imaginary sphere. The circular orbits of LEO and MEO
2) MEO Groups:A MEO groupM; is the collection of all satellites can also be seen in the snapshot of the multilayered
MEO satellites that are in the coverage area of the GEQtellite network in Fig. 1. The satellite layers depicted in Fig. 2

satelliteG;, i.e., M; = {M; ;|j=0,..., 3(Mi)—1}, are projections of the convex surfaces created by the orbits to
whereS() is a function that calculates the size of a satepjanar surfaces.
lite group. All satellites in a MEO groupM; are con- | the LEO layer, a large number of satellites is needed to

nected to the GEO satellitg;, which is the manager of achieve global coverage. In order to reduce the computational
that MEO group. Similar to the LEO groups, the MEGhyrden on the GEO satellites that calculate the routing tables,
groups may also be composed of different number gie LEO groups are represented as nodes. Hence, the details
satellites. There is a one-to-one correspondence betwegfhe LEO layer topology are hidden from the GEO satellites,
MEO groups and their managers. which makes the routing table calculations easier. The part of

The group membership in the LEO layer is coupled with th@e satellite network shown in Fig. 2 is reduced to the topology
logical location of the satellites. Although LEO satellites maghown in Fig. 3.

move in and out of the coverage area of a MEO satellite, the
group membership does not change as long as the MEO satel-
lite covers the same set of logical locations. The membership
of MEO groups are tightly coupled with the individual satel- In the satellite network, the links are associated with delays.
lites. Hence, the MEO group membership changes when a ME®e total delay is composed of propagation, processing, and
satellite moves out of the coverage area of a GEO satellite.doeueing delays, and is measured by the upstream satellites. The
case a satellite is in the coverage area of more than one satelljggetream satellite calculates the propagation delay to the down-
of the same upper layer, its management is given to the closstséam satellite from their relative positions in the space. The
satellite in the upper layer. Since the movement of the satelliteocessing delay is approximated by the average time needed to
is deterministic, the timing of group membership changes cgerform routing table lookup. The queueing delay is determined
be calculated in advance. from the length of the queue at the time of the measurement,
A sample grouping in the satellite network is shown ithe average packet size, and the link capacity. The average total
Fig. 2, where a GEO satellite, and satellites in its coveragedelay is the sum of these three delay components. The delay
area are illustrated. In this example, the LEO satellites afienctionsD andDT return the average delay between two nodes

I1l. DEFINITIONS
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MEO Layer .

Ly,
Fig. 4. Example of summary link selection.

Definition 2 (Summary Link):Let £; ; be a LEO group in
the satellite network. The summary links SL adjacentio;
are defined as follows.

LEO Layer
; 1) The outgoing summaryllnkﬁ A froma LEO group
L; ; to any noded is the link with the longest delay that
connects the members 6f ; to the node4, i.e.,
- ( argogkglsa()zi,j)p—i— (UDLLi,j,k—>A) )
Fig. 3. GEO view of the multilayered satellite network. if Aisa gateway
if there exists a direct link between them. If such a link does not arg | max. )D+ (ISLe. s i—Lpq.n) s
exist, therD returns infinity andD returns zero. The functions ogms(,g;:;)
D ar_ld_l_) are used to calculgte the d(_elqy measuremen_t reportsSLOut o if A= L, 4 (0, @) # (i, §)
(Definition 3) and summary links (Definition 2), respectively. Li,5—A
Definition 1 (Delay Functiong> and Dt): Letl,_;, be a arg0<kglsa(>z _)D+ (IOLy, ; v—m. ;)
direct link from node:z to nodeb. The delay functiorD(i,,_.;) - o
is defined as if A= M,
arg J 1)—’—IOI__,7
D(ly_s) = Delay fromatob, 3lo—p ) arg _ TEX (0L, , ,—c)
00, otherwise. .
\ if A= Gi,

The existing delay functio®*(i,_;) is defined as 3)

i Y wherearg returns the argument passed to & func-

Dt (lpp) = (fast); a=b 2 tion, and S() calculates the number of satellites in a
0, otherwise.

group.
In the GEO layer, the individual LEO satellites are not con- 2) The incoming summary link Sf{i”_)ﬁ from a nodeA to

sidered for routing table calculations. Instead, every LEO group  a LEO groupZ; ; is the link with the longest delay that

stands for all its LEO satellite members, and is represented as connects the nodd to the members of; ;, i.e.,

nodes. The links that connect the nodes that represent LEO

groups to any other node in the network are caedthmary (arg o<k§l§}2 .)D+ (UDLa—r, ;)

links. A summary link is chosen as the link with the longest - ’J

delay that connects the members of a LEO group with another if Ais a gateway

node in the network. As an example, the LEO gralip. and arg  max DT (ISLg, . . —r.,.):
its manager MEO satellitd/, » are illustrated in Fig. 4. The gg‘jg((fﬂ))

summary link 3153”’ —Mo.s WhICh represents the link from the n " o

LEO group£, » 0 its manager MEO satellité/, », is chosen ~ SLY' . = = if A=Ly ¢ (p, @) # (4, J)

as the IOL with the largest delay that connects the members of arg max DT (|o|_MZ_ =L k) ;
the LEO group taVy». If we assume that IO}, , , ., , has 0<k<S(£Ls, ;) T

the largest delay, which is marked with a bold dashed line, then if A= M, ;

itis selected as the summary link t* that connects the LEO ) D+ (10L

group to the manager MEO satellite. In Fig. 3, the summary are ogkgl&)zi,j) ( GﬁL““) ’

links are also shown as bold dashed lines. The summary links L if A=G;
are formally defined as follows. 4)
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wherearg returns the argument passed to & func-
tion, and S() calculates the number of satellites in a
group.

To calculate the routing tables, satellites need to measure the
delay of the links adjacent to them. These measurements are)
then exchanged between the satellites. The delay measurements
of a satellite are contained in a data unit calleddb&y mea-
surement reportThe definitions of the delay measurement re-

415

i.e., DMR(M;, ;) is alist that consists of all nodes (LEO
groups, MEO, and GEO satellites, and terrestrial gate-
ways) M, ; is directly connected to, and the measured
link delays to these nodes.

Let a GEO satelliteG; be connected to terrestrial
gatewaysth_, for ¢ 0,...,Nr(G;) — 1 over
UDLGﬁTé_ , whereNr(G,;) is the number of terrestrial
gateways inG;s coverage area. L&; be also connected

ports in three satellite layers and in LEO groups are given below.

Definition 3 (Delay Measurement Reporth delay mea-
surement reporDMR(X) of a nodeX is a set of tuples
{Y, D(Ix_vy)}, whereY is a node such that there exists a link
Ix_y from X to Y. The delay measurement reports of LEO,
MEO, and GEO satellites, and the LEO groups are computed
as follows.

1) Let a LEO satelliteL; ; » be connected to terres-
trial gateways7; ,,, 0 < ¢ < Nrg(L; jx) over
UD'—LZ-,]-,,‘,—>T;_ o where N (L; ; &) is the number
of terrestrial gateways inC; ; xS coverage area. Let
L; ; 1 be also connected to four other LEO satellites
Lis;jsyks’ 0 < s < 4, with ISLLi,j,k—’Lis,js,ks' The

connection ofL; ; ; to its MEO managef/; ; and the

GEO satelliteG; is accomplished over IOL,  , ., ;

and IOL;; ; , —q,, respectively. The delay measurement

report DMR(L;, ;1) of the LEO satelliteL; ;  is
given by

DMR(L; ; 1)
={(apUpLs —)|A=TE ...

to two other GEO satelliteS;, and@;, over ISLg, —Giy
and ISlg, —.q,, , respectively. The connections 6f; to
the MEO satellitesM; ,;, j = 0, ..., S(M;) — 1 are
accomplished over I1Qk, s, ;, where S(M;) is the
number of MEO satellites in groupA;. Let the LEO
groupsL; ;, forj = 0,..., S(M;) — 1, be also in
the coverage area @¥;. The delay measurement report
DMR(G,;) of the GEO satellite7; is given by

DMR(G;)
:{(A,D(UDLGZ._)A))‘A S
U {(B’D(|SLGi—>B))|B =G, Gy }
UJ{(,D(1I0Le, ~c))|C = Mo, ..., M; sa)—1 }
U { (D,D(SLQ;_)D)) |D=Lio. - Lismn—1 }

()
i.e., DMR(G,) is a list that consists of all nodes (LEO

groups, MEO and GEO satellites, and terrestrial gate-

TNT(LMM')_I . . .
ways)G; is directly connected to, and the measured link

Lijx

_ delays to these nodes.
B,D(SLs. ) |B=1Li i s, . Lis i .
U {(B,D(1SLz, ,~5))] 0:J0-ko ok 4) Let a LEO groupZ; ; be managed by the MEO satellite
U{(e.,p(loLy, ,,—c))|C =M, , Gi} (5) M;, ;. The delay measurement rep®t IR (L; ;) of the

) ) ) i LEO groupZ;_ , is given by
i.e., DMR(L; ;1) is a list that consists of all nodes
(LEO, MEO, GEO satellites, and terrestrial gatewayst

R(L; ;
L;_; i is directly connected to and the measured link de- (Li.) Out . .
lays to these nodes. = { (A, D (SL&_’ j_)A)) ‘A is a terrestrial gatewa}y

2) Let a MEO satelliteM; ; be connected to terrestrial U{(B,D(SLgf._)B»‘B =L, j.,8= 0,...,S(/\/li)}

gatewaysT}, ,for¢ = 0,..., Np(M; ;) — 1 over
U { (Mi,jv D(SL(L);LZHMM))} . (8)

UD'—J\L,j—>T;4;_j_v where N¢(M; ;) is the number of
In other wordsPMR(L; ;) isthe list of all direct neigh-

terrestrial gateways in its coverage area. Bt ; be
also connected to other MEO satellitdd;  , , for

bors of the LEO grou; ; and the delays on the sum-
mary links to these neighbors.

s = 0,...,N(M; ), with ISLyy, ,—ns,_ ., Where

N(M;, ;) is the number of MEO neighbors af; ;. The

connection ofM;,; to the GEO satellite; is accom- During the calculation of the routing tables, the MEO
satellites use the topology of the LEO satellites in its near

vicinity. This information is calledheighboring LEO topology

plished over IOLy, ;... M;, ; also manages the LEO
groupZ; ;. The delay measurement rep® R (M; ;)

A MEO satellite needs the neighboring LEO topology to refine
the routing decisions for itself and the LEO satellites in its

of the MEO satelliteV; ; is given by
DMR(M; ;)

B 0 N (M, )—1 coverage area. The neighboring LEO topology is constructed
= { (A, D(UDLyy, ,4)) ‘A =Tag oDl } by a MEO satellite using the delay measurement reports from
U {(va(|SLM7- jHB)) |B =M, ;. s=0,. .. thg LEO group it manages, and the reports obtained from the
’ o neighboring MEO satellites.

N(M;,;) — 1} Definition 4 (Neighboring LEO Topology)Let a MEO

U {(L’i,j,D(SLﬁ . ))} satellite M; ; be connected tN(M; ;) other MEO satellites

R M;, ., for s = 0,...,N(M; ;). The neighboring LEO

U{(@.D(0Ly, ,~c,))} (6) topology NLT(M; ;) of the MEO satelliteM; ; is the set
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of delay measurement reports obtained from the LEO satel- « Computational Complexity: The multilayered satellite

lites managed by the MEO satellitéd; ; and its neighbors network consists of a large number of nodes. The peri-
M, ;.,s=0,...,N(M; ;) odic routing table calculations are performed in the satel-
lite network and require high processing power in a power-
NLT(M; ;) = {DMR(L; j 1)k =0, ..., S(Ls ;) — 1} limited environment. To cope with this problem, MLSR
U{DMR(LiS,jS,k)Vf =0,...,8(£L; ;)1 reduces the number of vertices to be considered in the
GEO satellites and decentralizes routing table computa-
ands =0, ..., N(MZ7J)} 9) tions.

» Communication Overhead:In order to reflect the current
condition of the satellite network to the routing decisions,
the up-to-date link delays must be used while calculating
the routing tables. The collection of the delay measure-
ments puts additional communication load on the satellite
network. In MLSR, LEO groups are abstracted as nodes
and only summary link delays are sent to the GEO satel-
lites, which reduces the communication overhead of the
routing algorithm.

» Delay Measurements:Although the propagation delay
is a major part of the link delays, the processing and
Definition 5 (Partial and Total Topologies)Let the queueing delays can beco.me larger than the propag'ation

GEO satellite G; have the delay measurement reports delay on the congested links. In MLSR’ Fhe _satellltes

DMR(G,), {DMR(M; )|j = O, ..., S(M;) — 1}, and measure th_e average delay on thelr_ outgoing links. The

o . measured link delays used in MLSR include the propaga-

{DMR(L; )|j =0, ..., S(M,)}. The partial topology P;T i ) q nq dol

of the satellite network seen by the GEO satelliteis defined 10N, processing, and queueing delays.

as In the following section, the steps of routing table calculation

in the MLSR algorithm are presented in detail.

whereS(L; ;) is the number of LEO satellites in groufy ;,
andN(M; ;) is the number of neighboring MEO satellites of
M; ;, which manageg; ;. In other words, NLTM; ;) is the
topology of the LEO satellites in the LEO grougs, ; and
['is,jsv 5= 07 (RN N(MZ,J)

The GEO satellites collect the topology and link delay in-
formation from the satellites in their coverage area. The set of
delay measurement reports collected by a GEO satellite from
the satellites in its coverage area is called plaetial topology
(PT). Thetotal topology(TT) is created by combining all partial
topologies in the GEO satellites.

PT,=DMR(Gy) | JIDMR(M; ;)| j =0,...,S(M;) — 1}
J{PMR(L: ;)15 =0,...,8(M;)—1}. (10) A. Routing Table Calculation

The TT is the union of all recorded partial topologies, i.e., The routing table calculations are performed under two con-

ditions.
TT={PT;[¢=0,..., Ng — 1}. (11) + Changes in the Group Memberships:The changes in
_ _ _ the satellite group memberships indicate the changes in
In our satellite network architecture, theuting tablesare the satellite interconnection structure. In order to reflect

created by GEO and MEO satellites using the topology infor-  the changes in the topology to the routing decisions, the
mation they have. A routing table is a function that takes a des-  routing tables must be recalculated. The timing of satel-

tination as an argument and returns the next hop on the path to |ite group membership changes can be precalculated and
that destination. The formal definition of a routing table is given  stored onboard the satellites.

below. » Periodic Calculations: Between the two consecutive

Definition 6 (Routing Table):Let S be the set of all satellites changes in the group memberships, the interconnection of
and LEO groups, and, Y € S. Also, letS* be the set of all the satellites remain the same. However, the delays on the
satellites, LEO groups, and the terrestrial gateways. The routing  |inks are dynamic due to changes in the traffic load as well
table R : {D — N}isafunction created by to be used by as the movements of the satellites. Periodic routing table
Y, whereD, N C 8%, such that R (Dest) = Next returns calculations aim to reflect the changes in the link delays.
the next hopNext to reach the destinatiddest. RTy is created The period of recalculations should be shorter than the
such thaty” must be connected to all return valubsst with average time between group membership changes.

an ISL, IOL, UDL, or SL. The destinations and next hops are

maintained as a table of tupléBest, Next}. The routing table calculations involve a series of compu-

tations and communication events that trigger each other.
In Fig. 5, the steps of routing table calculation in MLSR is
shown. The arrows indicate communication events and ellipses
The packets in the multilayered satellite network are praerrespond to events involving computations. The satellites are
cessed and forwarded individually in every satellite on theiepresented by filled circles. Satellites in the same layer are
paths. The routing decisions are stored in routing tables onboawhtained in the same dashed rectangle. The LEO and MEO
the satellites. These tables must be updated to reflect the charggesips are marked with solid rectangles. The details of the
in the network topology and in the traffic load carried by the neteuting algorithm are presented next.
work. The following issues were considered when designing theStep 1: Creation of Delay Measurement Reports for LEO
MLSR algorithm. Satellites: The LEO satellites measure the delays on their out-

[V. MULTILAYERED SATELLITE ROUTING ALGORITHM (MLSR)
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3 reports and the delay measurement reports of their LEO groups
g @ @; to the GEO satellites they are connected to. All MEO satellites
: . oo . e ' § M, ; send the delay measurement repd$tR(M; ;) and
S e - i DMR(L;,;) to the GEO satellite&; over I0Ly, ;.
Step 7: Creation of Delay Measurement Reports for GEO
S [ Y Layer: In this step, GEO satellites measure the delays on their
10 [ 6 outgoing links and create the summary links to the LEO groups
! ; Co 3 in their coverage area. GEO satellites create delay measurement
i reports to be used for the route calculations. All GEO satel-
E T E lites G; create their own delay measurement repPugl R(G;)
@ S 1T (Definition 3) using (7).
I‘ oo ‘ s ‘ see "" . @ Step 8: Delay Measurement Report Exchange in GEO
: ; ‘ g : Layer: GEO satellites exchange the delay measurement re-
MEO Layer ports to create the total topology of the network before starting
P the path calculations. To accomplish this, every GEO satellite
12 ’ multicasts the partial topology information they collect from
' : : ‘ ! ' the satellites in its coverage to all other GEO satellites.
Let the GEO satellite7; have the delay measurement re-
‘ ports DMR(G,;), {DMR(M, ;)|j = 0, S(M;) — 1},
o~ and{DMR(L; ;)|j =0, S(M )— 1} G createsapartial
L 2 1 OJ@: topology messagd TL ;, PTi), where TTL; is the “time to live”
_________________________________________________ of the message and PiB the partial topology (Definition 5) in
LEO Layer G;. The initial value of TL; is V. Every partial topology mes-
sage created or received is first recorded. Then,;Ti§ldecre-
Fig. 5. Steps of MLSR routing table calculation. mented by one. The partial topology message with the updated
TTL; is sent to the GEO neighbor to the east if T, Tk 0. With
going links. All LEO satellited.; ; » create the delay measurethe collected partial topologies, the total topology TT (Defini-
ment reportDMR(L;_; ») (Definition 3) using (5). tion 5) is formed. Note that the direction the partial topology
Step 2: Reporting the Delay Measurement Reports to MEGessages are forwarded can be chosen as either east or west, as
Layer: The link delay measurements of LEO satellites are sélfg as it is consistent in all GEO satellites.

to the manager MEO satellites. Each LEO Sateﬂi;gj7 & sends Step 9: Routing Table Calculation in GEO Satellitesfter
its delay measurement repdBMR(L; ; ) to its manager creating the TT, each GEO satellite calculates the routing tables

MEO satelliteM; ; over IOLy, . , .. for all MEO satellites and LEO groups in their coverage area.
Step 3: Delay Measurement Report Exchange for ME&he routing tables show the next hops for a packet destined to a

Layer: The MEO satellites send the delay measurement #eEO or MEO satellite, LEO group, or terrestrial gateway when

ports they obtained from the LEO satellites to their immediatBe packet is in a particular satellite. The routing table calcu-

neighbors. lations are performed using Bellman'’s shortest path algorithm

Let a MEO satelliteM; ; be connected taN(4Z; ;) other and the total satellite topology (TT). Note that the individual
MEO satellites;, ;., s = 0,...,N(M; ;) — 1, via LEO satellites do not appear as destinations or as next hops in a
ISLas, ,— . After M, _j receives delay measurement rerouting table calculated by a GEO satellite.

ports{DMR( i)k =0, ..., S(£L ;) — 1} from the LEO Letthe GEO satellité; contain in its coverage area the MEO

satellites, it sends these measurement reports to its MEO neigdtellites);, ; and the LEO groups.;, ;,j =0, ..., S(M;) —
borsMZ ger 8 =0, ..., N(M; ;) —1,0nISLyy, sy, - 1. Using the TT and Bellman’s algorithnds; creates routing
M, ; also forms the nelghbonng LEO topology NW ) tables Rﬁf (Definition 6) for all satellites4, where
(Deflnltlon 4) and stores it to be used later.
Step 4: Creation of Delay Measurement Reports for LEQA € {Gi, My o, ..., M; siamy—1, £ijos + - Lis(Mi)—1 )
Groups: The MEO satellites create the summary links (Defi-
nition 2) for the LEO groups they manage. All MEO satellitese., for all terrestrial gateways, LEO groups, and MEO satellites
M,_; thatmanage the LEO satellite groufs,, create the delay in its coverage area and the GEO satetlifgtself. RTS' returns
measurement reporBMR (L, ;) (Definition 3) using (8). the next hops to reach all GEO and MEO satellites, LEO groups,
Step 5: Creation of Delay Measurement Reports for ME@nd terrestrial gateways.
Layer: In this step, MEO satellites measure the delays on theirStep 10: Distribution of Routing Tables to MEO Satel-
outgoing links and create the summary link to their LEO grouplites: The routing tables calculated in the GEO layer are first
With these measurements, MEO satellites create delay meassest to the MEO satellites. Every MEO satellite receives two
ment reports. All MEO satellitedZ; ; create their own delay routing tables, one for itself and another one for the LEO group
measurement reporBMR(M; ;) (Deflnltlon 3) using (6). it manages.
Step 6: Reporting the DeIay Measurement Reports to GEOLet a GEO satellite7; be connected to the MEO satellites
Layer: The MEO satellites send their own delay measuremehd; ;,j =0, ..., S(M;) — 1, over IOLg, s, ;. G; sends the
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routing tables Rﬁ and R'IG o the MEO satellites\{; ;, 1) If D appears as a destination in RTthen the next hop

i=0,...,8(M; ) - 1. is looked up from the routing table directly, i.&ext =
Step 11: Routing Table Calculation in MEO SatellitdgtEO RTs(D).

satellites modify the routing tables they received according their 2) If D is a LEO satellitel; ; , which does not appear in

neighboring LEO topology information (Definition 4). The pur- the routing table R¥, then the next hop to reach its LEO

pose of these modifications is to refine the routing tables such  group is used instead, i.Next = RTs(£;_;).
that the entries for the LEO groups they manage are replaced by8) If the next hop is a LEO group, then the packet is sent
actual LEO satellites. The MEO satellites also create individual ~ to the LEO satellite, to which the delay is minimum. In

routing tables for the LEO satellites in their LEO groups. other words, ifNext is a LEO groupZ; ;, then theNext
Let the MEO satellitel; ; haveN(}; ;) MEO neighbors is updated a¥ext = Next” such that
M;, i,,s=0,..., N(M; ;) — 1, and manage the LEO group
Li ;. N IOL s Next* = arg ogkl<nsi(nﬁi,j) D(IOLs—r, ;)
1) M, ; first calculates the partial routing tables PX'TF
A€M, ;, Lijo, -5 Li j s, -1} using its delay wherearg returns the argument passed to Théunction.

measurements created in Step 5 and the neighboring LEO
topology NLT; ;. The destinations in Pﬁ*j are the . satellite Failures
nodes is NLT, ; and the nodes thal/; ; is connected
through an IOL, ISL, or UDL.

2) M, ; creates for its own use a new routing tableﬁ%ﬁj

When satellites fail, the network topology changes. The paths
that go through the failing satellites can no longer be used. In a
multilayered satellite network, itis very difficult to resolve satel-

1 L ) "
using Rf\’} and PR'I‘;W as follows: lite failures locally. Therefore, the neighbors of the failing satel-
a) Copy aII entries from PR%” i to RT%?’ i lite initiate a new routing table calculation. The calculated paths

do not go through the failing satellite, and the routing tables are
created accordingly. The steps of the forced routing table calcu-
lation can be outlined as follows.

1) The satellites that lose the direct connection to their man-
ager satellites try to find themselves new managers. For

b) Copy from R'ﬁ’; to RTM 7 the entnes for
the destinations!, d ¢ (L, J}U{Lzs Js

0,...,8(L; ;) — 1}

3) M; ; creates new routing tables éﬁj ko=

s =

0,...,8(£i,;) — 1, for the LEO satéliites in its that purpose, the satellites in the lower layer send broad-
coverage area using gT and PRT?W 7, asfollows: cast discovery packets to the satellites in one higher layer.
a) Copy all entries from p# to RT _ 2) The satellite in the upper layer whose reply arrives first

is chosen as the new manager satellite and a tunnel over
multiple hops is created. The information to create the
tunnel to the new manager satellite is contained in the

b) Copy from RWG to RTM? 7 the entnes for the
destinationg!, d ¢ {£i, 5. s= 0,...,8(L: ;) —

1}.
) o L i reply packet. The new tunnels are used only to relay delay
¢) Replacein Rf’{ all destinations Rt’-,j,k(“’) - measurement reports and routing tables.
Li, j, by PRTI“ ? (Li,, 3.0)- 3) The failure information is broadcastin the GEO layer. The
Step 12: Distribution of Routmg Tables to LEO Satel- GEO satellite sends the forced routing table calculation

lites: After the routing table calculations, MEO satellites request to the MEO satellites they manage.
transfer the specialized routing tables to the LEO satellites in4) Similarly, the MEO satellites forward the forced routing

their coverage area. table calculation request to the LEO satellites.

Letthe MEO satellité;, ; be connected to the LEO satellites  5) Once the MEO satellites receive this request, the steps
Lijuk =0,...,8(£L,;) — 1 over ISy, .z, . .- M ; described in Section IV-A are followed to calculate and
sends the routing table éﬁwk to the LEO satellite;_ ;  over distribute the routing tables. Note that the delay mea-
ISLys 1, E=0,...S(L; ;) —1 surement reports do not include the links that lead to the

i, 5 Gk — Yo J :

failing satellite.

B. Packet Forwarding

. o V. PERFORMANCEEVALUATION
In each satellite, the packets are processed individually. Every

satellite stores a customized routing table for its own use. WherfFor performance evaluation of the multilayered satellite ar-
a satellite receives a packet, its next hop is looked up from tRitecture and MLSR, we conducted four sets of experiments.
routing table stored onboard the satellite. The packet is then e Path Optimality: The first set of the simulations show the
placed into the buffer of the link (ISL, IOL, or UDL) that leads delay difference between the shortest paths and the paths
directly to the next hop. The satellites |n the GEO, MEO, and  created by our routing algorithm MLSR. We also present

LEO layers use the routing tables %T RT,\/ 7, and R‘IM’ J the packet loss probabilities in both cases.

respectively. + Effect of Satellite Altitudes: This set of simulations show
Assume a satellité& receives a packet destinedfa Using the effect of the relative positions of the three satellite

the routing table RE, the next hopV for the packet is found as layers on the end-to-end delays and the packet loss prob-

follows: abilities.
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End-to-End Delay (Source-Destination Pair 1)

* Comparison With Other Architectures: We demon-  so—0r-Hm- . ; . ; ; :
strated performance difference of the multilayereg 400_ ‘ : B . ' o
satellite network and other satellite network architecture
with fewer layers. The focus of these experiments is age§ 30
the end-to-end delays and the packet loss probabilitiesf‘,ﬁ200 f

* Protocol Overhead: We analytically compare the com-:z 100k
munication and computational overhead of routing tab™ ] j : : . : 1
calculations in MLSR with the central and fully distributec % 2 o4 9% 9 o7 % e 100

. . . LEO ISL Utilization {in %)
routing table calculation approaches, which calculate tl

Packet Loss Probability (Source—Destination Pair 1)

shortest paths using Bellman’s algorithm. =R ; . . . » ;
In all simulations, the LEO satellites are located at an alt|tU( S04 _

of 1375 km, with 30 angular distance from each other. Th(
N1, = 72 LEO satellites move in circular polar orbits. The MEC 3
satellites reside at 12 000 km, separated from each other V\%”‘ , ‘ 1
60° angular distance. The number of MEO satellite®vig = 01f- » .
18, and they also move in polar orbits. We further assume thr= . ; ; . ; h
equally spaced GEO satellites above the equator. The capa o o *PE0 15t Utlization (%) % % 100
of all UDLs, ISLs, and IOLs are chosen as 200 Mb/s, and each @
outgoing link has been allocated a buffer space of 5 MB. If we Endto-End Delay (Source-Destination Pair 2
assume an average packet size of 1000 bytes, the link capa ‘ ' ‘ ‘ ‘

becomes 25000 packets/s and the buffer space becomes £ w00k ' ' SR ' ‘ j

Packet Lo:

packets. % v ] \
The experiments are based on the observation of the avern 1000(- i " 1
end-to-end delay and the packet loss probability between tg v v “
terrestrial source—destination pairs. Both pairs have the sag or J .
source node, which is located at (208, 45°N). The destina- 0 s ; ; . i : ;
. . . 92 93 94 95 96 97 98 99 100
tion of the first pair is located at (£8V, 15°N), and the des- LEC ISL Uiiization (in %)
tination of the second pair is located at{05°W, —45°N). Packet Loss Probabilty (Source-Destination Pair 2)
All terrestrial nodes are connected to the closest LEO, ME! ’ ' ‘ ¥ ‘ '

and GEO satellites. In the first pair, the source and the destil
tion are connected to LEO satellites that belong to neighbori
LEO groups. The second pair is separated by a longer distar
In all experiments, the sender generates an average of 8 M
(1000 packets/s) for 400 s. The routing table calculations ¢

)
~
I

~
T

Packet Loss Probability (in %)
I\I)
i

performed every 100 s. These assumptions are used in all 9, o3 o e 96 — p= p s 00
periments unless otherwise stated. LEO ISt Uitization (in %)

(b)
A. Path Optimality of MLSR Fig. 6. Delay and packet loss probability performance of the MLSR

The first set of experiments compares the end-to-end del%%%ms:féf;fngﬂ; ng:jr“;g algorithms. (a) Source-destination pair 1. (b)

and the packet loss probabilities between the shortest paths cal-
culated by the Bellman’s shortest path algorithm and the paths
created by our routing algorithm MLSR. In both schemes, tighorter. After the next routing table calculation, the packets are
routing tables are updated every 100 s. forwarded over the MEO satellites. Since the packets no longer
In Fig. 6, the delay performance and the packet loss prodake LEO hops and the load on LEO ISLs are reduced, the
bility of the MLSR algorithm and the shortest path routing alPaths that go through LEO satellites become shorter. Hence, in
gorithm are depicted. In these experiments, the ISL utilizatidhe next routing table calculation cycle, the routing tables are
in the LEO layer is increased gradually, and the delay and Io8&f up such that the packets are forwarded over LEO satellites.
probabilities are recorded. The ISL utilization is modified by his switching of paths continues until the LEO ISL utilization
adjusting the background traffic carried by all LEO ISLs. reaches another threshold, for which the paths that go over
Fig. 6(a) and (b) shows the performance for the twdIEO satellites are permanently shorter than the paths that go
source—destination pairs, respectively. The source and fher LEO satellites. From this point on, the packets are always
destination of the first pair are located in the coverage areasfefwarded over the MEO satellites, and the end-to-end delay
neighboring LEO groups, and therefore, the MLSR algorithgfabilizes around 130 ms. This transition phase, in which paths
routes the packets on the optimal paths. Consequently, begmstantly change, is called tloscillatory phaseDuring the
curves are overlapped in Fig. 6(a). The propagation delaydscillatory phase, the end-to-end delay is higher than the level
the determining factor for the end-to-end delay until LEO ISthat is reached after this phase is over. Furthermore, the packet
utilization reaches 95.8%. When the ISL utilization reachd@ss probability is also increased in this phase. Note that the
this threshold, the paths going through MEO satellites becorp@cket loss probability is much lower (very close to zero)
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Fig. 7. Delay and packet loss probability performance of MLSR for differertig- 8. Delay and packet loss probability performance of MLSR for different
MEO altitudes versus LEO ISL utilization. (a) Source—destination pair 1. (BJEO altitudes versus MEO ISL utilization. (a) Source—destination pair 1. (b)
Source—destination pair 2. ource—destination pair 2.

outside the oscillatory region and it cannot be seen in Fig. 6(@)gorithm during the oscillatory phase. Outside the oscillatory

In our simulations, we observed that the path oscillations onhy,ase, hoth algorithms produce the same end-to-end delay and
occur during the oscillatory phase, which is at most 2% of t%cket loss probabilities.

entire link utilization spectrum. This means that the system
dqgs qot suffer.f.rom_ pathloscnlanons unless most of the I|rE<_ Effect of Satellite Altitudes
utilizations stabilize in oscillatory phases.

For the second source—destination pair, a similar behavior carhe relative positions of the satellite layers also change the
be observed, as shown in Fig. 6(b). However, in this case, thehavior of the MLSR algorithm. To show the effect of the rel-
source and destination are not located in the coverage areatife positions of the satellites, we performed experiments that
neighboring LEO groups. Therefore, the routing tables can fahow the end-to-end delay and loss probability performance of
ward the packets on suboptimal paths. The oscillatory phate MLSR algorithm running in multilayered satellite networks
stretches a larger LEO ISL utilization range. The reason forvath MEO satellites at 8000, 12000, and 16 000 km above the
longer oscillatory phase is the larger number of hops betweEarth’s surface. The results are presented in Figs. 7 and 8 for
the source and the destination, which creates a larger numbedifferent values of the LEO and MEO ISL utilizations, respec-
alternative paths, among which the oscillation can occur. Ndieely.
that the loss probability under the Bellman algorithm is negli- Fig. 7(a) shows the end-to-end delay and packet loss prob-
gible when compared with the loss probabilities obtained by oability performance for the first source—destination pair. When
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Fig. 9. Delay and packet loss probability performance of multilayeregig. 10. Delay and packet loss probability performance of multilayered
satellite network and a LEO satellite network. (a) Source—destination pairdhd LEO-MEO satellite networks. (a) Source—destination pair 1. (b)
(b) Source—destination pair 2. Source—destination pair 2.

the MEO satellites are located at 8000 km above the Earth’s surin the second set of experiments, the LEO ISL utilization
face, the paths switch from the LEO satellites to MEO satellités set to 100% and the MEO ISL utilization is increased. In
without going into an oscillatory phase. Therefore, its loss probig. 8(a), the end-to-end delay and the packet loss probabilities
ability curve is almost overlapped with theaxis. However, as for the first source—destination pair are shown under this sce-
the altitude of the MEO satellites increase, the oscillatory reario. For all three MEO altitudes, the switching of paths occur
gion and its effect on the end-to-end delay and loss probabilijthout any oscillations. The increase in the end-to-end delay
increases. The delay after the oscillatory region is smaller fand the loss probability occur for the same path; the paths do
lower MEO altitudes since the LEO and MEO layers are closapt oscillate. After the paths switch over to GEO satellites, the
to each other and the propagation delay difference of the pa#ml-to-end delays become the same and the loss rates also drop
that go over LEO and MEO satellites is smaller. For the secotm negligible values. For the second source—destination pair,
source—destination pair, the oscillatory phase is longer for Albwever, the switching of paths occur after a long oscillatory
MEO altitudes, as shown in Fig. 7(b). The longer distance apthase, as shown in Fig. 8(b). This phase lasts longest for the
higher number of hops between the source and destinationmetwork with MEO satellites at 8000 km, and shortest for
crease the number of paths, among which the oscillations nte#y000 km. The sawtooth-shaped portions of the end-to-end
occur. Also in this case, the oscillatory phase lasts longer fdelay and loss probabilities correspond to regions where the
higher MEO altitudes since the propagation delay difference bascillations occur between two paths. The parts of the curves
tween the paths is larger. with smaller changes correspond to oscillations between paths
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Communication Overhead Comparison

of smaller delay differences. The curves in this plot are ve
close to each other compared with the curves in Fig. 8. Tt
phenomenon stems from the fact that the ratio of the ME ~ *1°
and LEO altitudes(8000/1375, 12000/1375, 16000/1375)
are much larger than the ratio of the MEO and GEO altitudr_1-
(8000/35786, 12000/35786, 16000/35786). 5

5

MLS Routing

o

@

C. Comparison With Other Architectures

With this set of experiments, we demonstrated the perfc%
mance gain obtained by using the multilayered satellite ne&
work architecture. First, we compared the end-to-end delay e 2
packet loss probability performance of the multilayered satelli o
network and a LEO satellite network. The results are shown *
Fig. 9 for the same two source—destination pairs. For the LE
satellite network, packets are routed using routing tables crea
by the Bellman’s shortest path algorithm. In both cases, the LE

ransmission Uni

-

4

satellite network provides much worse end-to-end delays a, o™ M St ) LEO Group Size
loss probabilities when the LEO ISL utilization goes into the @
oscillatory region. Although the delay is reduced after the osc”™ Communication Overhead Comparison

latory phase in the multilayered satellite network, it stabilize
at a much higher level in the LEO satellite network. Since tt ¢
buffer space allocated for the links are limited, the delay on ,
path cannot grow indefinitely. However, the packet loss prob ,; Distriouted Calculation
bility increases due to buffer overflows. Therefore, the packg s
loss probability continues to increase in the LEO satellite nes
work as the LEO ISL utilization increases. The loss probabilit; |
of the multilayered satellite network is visible as a very smag  ,
notch at 96.2% in the lower plot of Fig. 9(a). For the secor§ ,
pair, we observe a large oscillatory phase for the multilayerg o
satellite network as shown in Fig. 9(b). The end-to-end del ,
performance of the LEO satellite network increases up to 21
ms, and drops down to 350 ms after the oscillatory phase of 1
multilayered satellite network. In the LEO satellite network, th
packet loss probability increases up to 34%, whereas the It )
probability is always below 6% in the multilayered satellite Ne"  number of M=o satsiites 4
work. (b)
We conducted a similar set of experiments for a two-layered
satellite network Consisting of LEO and MEO satellites Onl)F.ig' 11._ Communication overhegd comparison.‘ (a) MLSR versus centralized
. . . . calculation. (b) MLSR versus distributed calculation.
The routing tables for this network are again calculated with the
shortest path algorithm. In order to demonstrate the performance
difference, the LEO ISL utilization is adjusted to 100%, and the&hich calculate the shortest paths using Bellman’s algorithm.
MEO ISL utilization is increased. As shown in Fig. 10(a), therin the central routing table calculation scheme, all routing ta-
is no oscillatory phase for the first pair, and the paths switdiies are calculated by a designated GEO satellite. The satellites
to GEO UDLs at 98.7% for the multilayered satellite networkin the network create their delay measurement reports and send
However, the two-layered satellite network routes the packebem to the GEO satellite over minimum hop paths. The GEO
with a larger end-to-end delay, and with increasing packet losatellite calculates the individual routing tables for all satellites
rate. In case of the second source—destination pair, there issaparately using Bellman’s shortest path algorithm and sends
oscillatory phase for the multilayered satellite network betweghese routing tables to the corresponding satellites again over
97.3% and 98.1% MEO ISL utilization [Fig. 10(b)]. The sawminimum hop paths. In the fully distributed routing table calcu-
tooth-shaped portions correspond to oscillations between tiation approach, every satellite is responsible for calculating its
paths only. For the two-layered satellite network, the end-to-endn routing table. The delay measurement reports are broadcast
delay stabilizes at a larger value and the packet loss probabitityall satellites. Once a satellite receives all delay measurement
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LEQ Group Size

increases linearly as the MEO ISL utilization increases. reports, it calculates the shortest paths to all other nodes using
Bellman’s algorithm. Using the shortest paths, every satellite
D. Protocol Overhead creates its own routing table that contains the next hop to reach

In order to demonstrate the efficiency of the MLSR algorithn@!l other nodes in the network.
we analytically compare the communication and computationalln Fig. 11, the communication overhead of the three routing
overhead of routing table calculations in MLSR with the centable calculation schemes are compared for a satellite network
tral and fully distributed routing table calculation approacheuiith three GEO satellite§Ve = 3), and one terrestrial gateway
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Fig. 12. Computational overhead comparison. (a) Total computatio
overhead. (b) Maximum computational overhead per node.
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We also compared the computational overhead of the three
routing table calculation schemes for the same satellite network.
The computational overhead is measured in terms of computa-
tion cycles and plotted on theaxis in Fig. 12. The total com-
putational overhead to calculate all routing tables is shown in
Fig. 12(a). The central and distributed calculation schemes re-
quire an equal number of cycles since they use the same link
delay and topology information. MLSR has much better com-
putational performance than the other two schemes.

The maximum number of computation cycles in a satellite
is depicted in Fig. 12(b). Since the central scheme assigns the
routing table calculation to a single satellite, its maximum and
total number of computation cycles are the same. In MLSR, the
calculations are distributed among the GEO and MEO satel-
lites. Therefore, the maximum number of computation cycles
in a satellite under MLSR is much less than in the central case.
In the distributed calculation scheme, the computational load is
distributed evenly among all satellites. The maximum number
of cycles for this case is much less than the maximum number of
cycles required by the MLSR algorithm. In the distributed cal-
culation scheme, the maximum number of computation cycles
for a satellite is less than 7000, and is not shown in Fig. 12(b).

VI. CONCLUSION

In this work, we introduced a multilayered satellite IP net-
work consisting of LEO, MEO, and GEO satellites. We also a
introduced the multilayered satellite routing algorithm (MLSR)
that calculates the routing tables for all satellites with low over-
head. The performance of the MLSR algorithm has been as-
sessed with simulations. The performance of the MLSR algo-
rithm is the same as the shortest path routing algorithm except
for a short oscillatory phase when the hops are switched to a
higher satellite layer. We also showed that when the network
load is high, our proposed network architecture and the MLSR
algorithm perform better than the satellite networks with fewer
satellite layers. The MLSR algorithm calculates the routing ta-
"Bles with low communication overhead. It also distributes the
computational burden to multiple satellites.

in every LEO satellite’s coverage area. The number of LEO

satellites in each LEO groupt, /Ny (z axis) and the number
of MEO satellitesiVy; (i axis) was changed and their effect o
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