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TCP-Peach+: Enhancement of TCP-Peach for
Satellite IP Networks
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Generate NIL_Segment()
i=0;
if a NIL segment is needed

Abstract—in this letter an improvement to TCP-Peach conges-
tion control scheme, called TCP-Peach+, is proposed to further im-

prove the goodput performance for satellite IP networks. In TCP- q=i mod Q; i=i+1 ;
Peach+, two new algorithms, Jump Start and Quick Recovery, are select the gth packet in the queue as the NIL segment;
proposed for congestion control in satellite networks. These algo- end; .
rithms are based on low priority segments, called NIL segments, if the jth e:z":e“t o the queue is ACKed
which are used to probe the availability of network resources as rf'gi"& and 13;0? from queue Q ;
well as error recovery. Simulation experiments show that TCP- Q=Q-1;
Peach+ outperforms TCP-Peach in terms of goodput and achieves end;
fair share of network resources as well. end;
. . ) if a new packet is added to the queue Q
Index Terms—Congestion control, high bit error rates, long add the new packet at the tail of the queue;

propagation delays, satellite IP networks, TCP-Peach+. Q=Q+1;

end;

end;

I. CONGESTIONCONTROL IN TCP-REACH+ ) ) )
Fig. 1. NIL segment generating algorithm.

RADITIONAL congestion control schemes perform

poorly in satellite networks due to highit error rates  N|L segmentare low priority segments. If a router on the con-
(BER) and long propagation delays [2]. These problems wefgction path is congested, then tii. segmentsre discarded
addressed in TCP-Peach [1]. In this letter, we present it Thus, the transmission biiL segmentdoes not affect data
enhancement for TCP-Peach, called TCP-Peach+, for satelilj@ments_ For eadMiL segmenta NIL ACK carried by a low
IP networks. TCP-Peach+ includes the following new schemesiority IP packet is transmitted back to the sender. The arrival
Jump Startand Quick Recoverynd two classical algorithms, of NIL ACKs at the senders are indications that there are un-
Congestion Avoidancand Fast RetransmitThe TCP SACK ysed resources in the network. Hence, the senders increase their
option [6] is also adopted in TCP-Peach+ to improve theansmission rate accordingly to make full utilization of network
performance when multiple segments are lost from one windg@isources.
of data.

B. Jump Start Algorithm

A. NIL Segments In satellite networks, long propagation delays cause TCP

In TCP-Peach [1], thdummy segmentare used to probe the 5jow Startto be inefficient since itswnd increases slowly.
availability of network resources to improve the performanqg Tcp-Peach [1], a new scheme called TS&den Staris
when segment losses are due to link error instead of congestmposed to improve TCBlow Start Dummy segmentare
In TCP-Peach+, we introduce low priority segments, calléld  sed to probe the availability of network resources and increase
segmentso probe the availability of network resources as well, ;.4 quickly. To further improve theSlow StartAlgorithm,
as error recovery. The generation algorithmNk segmentss i, TCP-Peach+, we proposkimp Startusing NIL segments
shown in Fig. 1. Low-priority segments are also used in [7] i@hich is described in I-A to probe the availability of network
improve TCPSlow StartAlgorithm. However, they are different resources and recover errors at the same time. The algorithm is
in generation, functionality and retransmission policy. shown in Fig. 2.

BecauseNIL segmentgarry unacknowledged information, |n Jump Startthe TCP sender sets the congestion window,
they can be used by the receivers to recover lost segments. |, to 1. After sending the first data segment, it transmits
satellite networks with high bit error rates, this solution is MOrg.nd — 1) NIL segmentgienerated as in Fig. 1 every =
gﬁicient than dummy segments which carry duplicate infformaz 777 /,1nd, whererwnd is the receiver window size. As a
tion. result, after ongound trip time the congestion window size

cwnd increases very quickly as the ACKs for NIL segments
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Jump_Start() Quick-Recovery() if (Recover ACK)
cwnd=1; 7=RTT /rwnd; cwnd=cwnd/2; update HighAck;
send(Data.Segment); adsn=cwnd; clear scoreboard;
for ( i=1 to rwnd-1) adps=0; END=1;

wait(7); send(NIL_Segment); END=0; end;
end; pipe=2+cwnd-ndupacks+1; adps=cwnd-pipe;
end; while (END=0) nps=min(maxburst,
if (ACK_ARRIVAL) adps)
. . if(Duplicate ACK) if (nps>0) .
Fig. 2. The Jump Start algorithm. pipe=pipe-1; send nps missing pack-
update scoreboard; ets and/or new packets;
end; pipe=pipe+nps;
throughput degradation in satellite networks over Fast Recover ~ ©lse if (Partial ACK) end;
. s . pipe=pipe-amountacked; else if (adsn>0)
[5], when the link error is high and multiple segment losses update HighAck; send a NIL packet;
occur within one window of data, the throughput degradation it ugdate scoreboard; asisn=adsn-l;
. . . end; end;
still large. So we propos@uick Recoveryo recover from high if (NIL ACK) end;
link errors. cwnd=cwnd+1; e(:;d;
. dsn=adsn-1; end;
As the TCP SACK proposed in [4], we adopt the SACK update scoreboard; ’
option field in TCP-Peach+ to avoid retransmitting out of order end;

segments received at the destination. At the sender, a data
structure calledcoreboards maintained to update informationrig. 3. The Quich Recovery algorithm.
about cumulatively ACKed and SACKed segments. During

Quick Recoverya variable calledpipe that represents the

conservatively after Fast Retransmit: the sender halves its

estimated number of segments outstanding in the network”IS

maintained. The variablgipe is incremented by one when
the sender either sends a new segment or retransmits an
segment. It is decreased by one when the sender receives;an
ACK that reports the new data has been received at the receive
and left the pipe. Whenever a SACK arrives, tletransmit ]
timeris also reset. When the ACK for the segment arrives whicgbq
is transmitted right befor€uick Recoverys entered, which
ACKs all data that is outstanding befo@uick Recoverythe
sender exit®Quick Recoverand begins congestion avoidanc
normally.

The parameters used in Quick Recovery are as follows.

congestion windowewnd. It means that approximately half
ofIH1e original window size of data will be transmitted during
(chk Recovery phase. The variabigpe is initialized as
cwnd — ndupacks + 1 since the original congestion window
IS"2*cwnd and the sender has receivedupacks SACKs
jght before Quick Recoveryeach of which reports a new
ata segment left the pipe. The sender also retransmits a lost
segment usingrast Retransmitlgorithm. The number of NIL
segments sent durinQuick Recoveryidsn is equal tocuwnd.
Fhisis becaus®uick Recoverwill last roughly one RTT time.
The ACKs for NIL segments sent durir@uick Recoverwill

be received irCongestion Avoidangghase. If the segment loss
HighAck is the sequence number of the highest cumulés due to link errorcwnd will be increased by one for each NIL

tive ACK received at a given point. ACK arrival. Thus, the congestion window reaches its value
HighData is the highest sequence number transmittdzefore the data segment loss was detected rapidly.
just before Quick Recovery begins. During Quick Recoverphase, upon a duplicate ACK arrives,

a Duplicate ACKis an ACK whose cumulative ACK is which indicates one segment left the netwgrlge is reduced
equal toHighAck and conveys new SACK information. by one. When a partial ACK arrivegyipe is reduced by

a Partial ACK is an ACK that increases thHighAck gmountacked and HighAck is also updateddmountacked
value, but does not ACK all of the data upMxgh Data. s the exact number of segments acknowledged by a partial
aRecover ACKs the ACK for all data up tdfighData. ~ ACK [3]. It is used to accurately estimate the number of seg-
ndupacks is the number of duplicate packets whichnents ACKed either by data ACKs or NIL ACKs. The arrival
trigger the TCP to Fast Retransmit and Quick Recovepf a NIL ACK indicates that there are still unused resources in
phases, which is chosen to be 3. the network. Thereforewnd is increased by one andisn is
mazburst limits the number of packets that can be sengéduced by one. Finally, if a cumulative ACK acknowledges
in response to a single incoming ACK. It is chosen to bgll data up to and covelighData, Quick Recoverphase is

4 as proposed in [4]. terminated.

amountacked is the number of data segments that ACKed When an ACK is received durinQuick Recoverythescore-

by the receiver when an ACK arrives. boardis updated to keep the latest information about missing
adsn is the number of NIL segments that the TCP sendeegments. Thecoreboardis cleared wherQuick Recoverys

is allowed to inject into the network. exited. The number of segments which can be sent to the net-
adps is the number of allowed data segments to be sentwork, adps, is cwnd — pipe. In order to avoid injecting bursty
nps is the number of data segments which have been readiggments into the networkpazburst is set. When data seg-
sent. ments are allowed to be sent, the missing segments are always

The details of theQuick Recovenalgorithm is shown in transmitted before new data segments. If no data segments are

Fig.

3. When the sender has receivedupacks SACKs, allowed to be sent, a NIL segment is transmitted as long as

which indicate segment loss, tiuick Recoveryhen behaves adsn > 0.
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Fig. 4. Goodput performance comparison of TCP-Peach+ and TCP-Peachr_f

of ) .
different values of P,... Ig. 5. Overhead comparison of TCP-Peach+ and TCP-Peach for different

values of P...

Il. PERFORMANCE EVALUATION

. WhenP; ... = 571072, the ratio is the maximum value, which
To evaluate the performance of TCP-Peach+, we S|mulatt,|en icates that the overhead of TCP-Peach+ is 18.03% higher
GEO satellite system witlv senders transmit data ¥ re- ) 9

ceivers. TheV streams are multiplexed in the Earth station witﬂhan TCP-Peach. However, we already see that the goodput

' . . Improvement in this case is 30.24%.
buffer size of . As in [1], we assu_mé\f 20.’ K = 50seg Besides goodput, we evaluate another important metric fair-
ments,rwnd = 64 segments, the link capacity= 1300 seg-
C . ness of TCP-Peach+. We assume 10 connectdnrs 10 and
ments/s which is approximately 10 Mb/s for TCP segments

-trip ti — 55 ; . Loss — 0. The simulation results we obtained are consistent
1'000 oytes. The round-trip tmL 1" = 550 ms, the simulation with the fairness evaluations in [1]. As a result, TCP-Peach+
time tSimulated = 550 s.

. rovides a fair share of the network resources both in homoge-
The goodput performance comparison of TCP-Peach+ wg Vi I W ! ! g

h .
TCP-Peach for different values of segment loss probabili yeous and heterogeneous scenarios.
P . is shown in Fig. 4, where the goodput performance of
TCP-Peach+ is better than TCP-Peach. This is dudutop lll. CONCLUSIONS

Startas well asQuick RecoveryWhen the loss probability is |, thig Jetter, we introduce a new congestion control protocol

'9W= the goodput improvement is mostly becauséwhp Start for satellite IP networks, TCP-Peach+, as an improvement over
since the s_egment losses are mo_stly due to_network congesiHb_peach [1]. A new type of low priority segment NIL seg-
instead of link errors. In this cashijl segmentsn TCP-Peach+ ot is used to probe the availability of network resources as
carry unacknowledged segments, which mqke the connectigNs| 45 error recovery. Two new algorithmiump Startand

to recover from lost segments more rapidly than dummy o Recovenare adopted in TCP-Peach+ to recover rapidly
segments in TCP-Peach. When the loss probability is high, i, myitiple segment losses within one window of data. The

Qw_ck Recqvery:ontrlbutes _to th_e goodput |mpr9vement. ISimulation results show that the performance of TCP-Peach+ is
avoids halving thewnd multiple times due to multiple 10SseSpatter than TCP-Peach and achieves fairness as well
of segments within one window of data asRapid Recovery
In Fig. 4, whenP; ... = 5*1072, the goodput improvement of
TCP-Peach+ over TCP-Peach is 30.24%. REFERENCES
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