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Abrrrocr-lo this paper, B new algorithm for dynamic muting of LsPs is 
p r o m .  While oB-he algorithms M not soilable due tu the naxrsary 
P priori lmowledgc of fohm LSP setup requests, our pmposed algorithm, 
SPeCRA (Stoehaslic Rrfamanc~ Comparison Routing Algorithm), does 
not any s p d c  stoehsstie tramC model and does not q u i r e  any 
lmowldge of fohme domanch. Bath feat- are B must for the new lo- 
tcrnel tramc In ader to analyze SPeCRA's periormanrr, we campam 
the ISP rejRtlon ratio of SPeCRA and MIRA 111. SPeCRA is m y  to 
be implemented - cm be implemnled using only simple shortat-hop or 
short&sost algorithm, which are inlerrsting solutions for vendoirs, and 
not as mmpolatiody heavy as ather muting algodthm. 

I. INTRODUCTION 

HE most promising routing algorithms proposed in the lit- T erature can be grouped into two categories: the ones based 
on optimal load sharing, which optimize performance indexes 
(e.g., bandwidth, delay) [2]; and the ones based on estimation 
of the current and on the forecast of the future network: state 
[3]. These routing algorithms assume the knowledge o f  the 
stochastic characteristics of the offered traffic, which is not a 
realistic assumption for the current Internet. 

Currently adopted routing schemes, such as OSPF arid IS- 
IS, have the number of hops as the only metric used for routing 
calculations, which is not enough for QoS routing purposes. 
In order to introduce QoS requirements in the routing prtxess, 
the widest-shortest-path (WSP) [4] and the shortest-widest path 
(SWP) [5 ]  algorithms were designed. Modifications to these 
routing algorithms have been proposed in order to reduce com- 
plexity, such as the K shortest path, K widest-shortest-path, 
etc., which consider only K path options in their decisions [6] .  
In [7], the authors discuss two cost components of QoS routing: 
complexity and increased routing protocol overhead. Improve- 
ments are suggested in order to diminish this cost components, 
such as path pre-computation and non-pruning triggering: poli- 
cies. Some of these suggestions were used in our routing al- 
gorithm. Finally, another QoS routing algorithm called Mini- 
mum Interference Routing Algorithm (MIRA) is presented in 
[I] .  MIRA tries to minimize the interference between different 
routes in a network for a specific set of ingress-egress'nodes. 
The shortcomings of MIRA include its computation burden, 
the fact that it uses longer paths than shortest-path routing 
schemes, it is not able to estimate the interference effects on 
clusters of nodes, and its is not very likely to be implemented 
by vendors because of its complexity. 

In this paper, we consider the problem of setting up band- 
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width guaranteed LSPs in an MPLS network, where LSP setup 
requests arrive individually, and future requests are not a priori 
known. We propose SPeCRA (Stochastic Performance Com- 
parison Routing Algorithm) to solve this problem. SPeCRA 
attempts to adaptively choose the best routing algorithm from 
a number of candidate algorithms, each of which may be suited 
for a different type of traffic mix. The results presented show 
that adaptively choosing between many different, fairly simple, 
algorithms results in better performance than a more compli- 
cated, computationally expensive, algorithm like MIRA. 

The rest of this paper is organized as follows: the routing 
problem formulation and SPeCRA's description are discussed 
in Section 11. Experimental results are analyzed in Section m. 
SPeCRA is applied to a commercial network and the LSP setup 
rejection probability is evaluated. Performance comparison be- 
tween MIRA and SPeCRA are shown in Section IV. Finally, 
Section V includes a summary of the conclusions. 

11. SPECRA AND THE ROUTING PROBLEM 

In this section, a formulation of the LSP routing problem is 
presented, including explanations on how to use SPeCRA for 
its solution. 

Assume a LSP routing scheme (e.g. shortest-path) is denoted 
by 8. A set of possible LSP routing schemes (e.g. shortest-path, 
K-shortest-path, shortest-widest-path, etc.) will be denoted by 
0. We will consider the percentage of rejected LSP setup re- 
quests in an interval to be an estimate of the probability of LSP 
Setup rejection. This percentage depends on the LSP routing 
scheme adopted and also on the particular realization w of the 
stochastic process characterizing the traffic. In conclusion, the 
percentage of rejected LSP setup requests from time 0 to t can 
be denoted by the function f (0, t, 6,  w ) ,  

If the traffic stochastic process is ergodic, the percentage of 
rejected LSP setup requests in the interval [0, t] reaches the 
steady state value. This value does not depend any longer on 
the particular realization. but only on the routing scheme 0, and 
represents the LSP setup rejection probability of the network at 
steady state, with routing scheme 0, p ~ ( 0 ) .  

Suppose the stochastic process representing the traffic is sta- 
tionary and let f (0, t ,  0, w )  be the fraction of rejected LSP 
setup requests in the interval [O, t ] ,  with the LSP routing 
scheme 0 and with the stochastic process realization w: then 
with probability 1, the limit pB(6)  = limt,, f (0, t ,  0, w )  ex- 
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ists and represents the LSP setup rejection probability of the 
network at the steady state. The LSP setup rejection proba- 
bility pB(8) is the objective function to be minimized. In the 
stationary scenario, the optimization problem is that of finding 
B’ = argminsceps(8) 

non- 
stationary, which is the case of interest in this paper, the pre- 
vious argument can be extended to the case of “piecewise sta- 
tionary” traffic: i.e., If there exists a set {TI,TZ, 
instants, which we call switching times, the stochastic process 
characterizing the traflk stationary in every time interval 
[ ~ , , n + ~ )  (fth steady interval), and it becomes non-stationary 
at every switching time. In the following we will assume that 
the steady intervals are long enough that the network can be 
considered at steady state for a large fraction of them. 

With reference to piecewise-stationary traffic, we want to de- 
sign an algorithm which is able to determine, in every steady 
interval, the optimal LSP routing scheme in 0. We will call 
P(t)  the optimal LSP routing scheme at time t ,  which leads 
to the minimal LSP setup rejection probability at the steady 
state if the system remains stationary after the time t, i.e., 
0*( t )  = argminscepB(8, t). Our objective is that of finding, 
at every time instant, the optimal 8*(t). 

Consider now a short time interval [ t ,  t + TI, which is con- 
tained in a steady interval (namely, there exists a n d  ch that 
T, 5 t < (t + T )  < T , + ~ ) ,  during which no change is made 
in the LSP routing scheme. An estimate ofpB(8, t) is given by 
the fraction of LSP setup requests rejected in such an interval: 

If we change the LSP routing scheme 8 into 8‘. we can verify 
that, in general, f( t ,  t + T,8‘, w) # f(t ,  t + T, 8, w). Under 
very conservative assumptions, it is possible to prove [SI that 
the estimate of the order between 8 and 8‘ in terms of LSP 
setup rejection probability, is more robust than the estimate of 
the cardinal values of the two LSP setup rejection probabili- 
ties. In fact, if there are N independent estimates of pB(0, t) 
and p~(8’ ,  t) taken on N different and non-overlapping inter- 
vals, the convergence rate of the estimated order to the real 
order is an exponential function of N and is much larger than 
the convergence rate of the cardinal estimates, whose variance 
approaches 0 with 1 / N .  Such an interesting feature is used in 
SPeCFL4, where we assume that the piecewise stationary char- 
acterizations of the traffic are denoted by SSi,with 0 _C a _< I. 

Summarizing, we have a discrete and finite set {SSo, SS1, 
. . -, SS,} of stationary stochastic processes, from which we 
can compose a non-stationary traffic by selecting any combi- 
nation of SS;s (A non-stationary traffic composed by several 
SS;s is shown in Fig. I). For each element SS;, there exists 
a routing scheme 8i which is optimal, within a set of possible 
routing schemes El (routing scheme 8i leads to the minimum 
rejection rate PB(@;, t ) ) .  We do not know a priori which is the 
current SSi, neither where the switching times among the SSis 
.ye  located. SPeCRA should be able to detenqine the optimal 
8i without knowing which SSi is the cuirent traffic offered to 

If the stochastic process characterizing the traffrc 

f(t, t + T, 8 , ~ ) .  

the network. The details of SPeCRA are described next 

’- 

Stochastic Performonce Comparison Routing Algorirhm 

In order to explain SPeCRA’s implementation, we define an 
increasing sequence of time instants tl: = kT,, k = 1,2,. . ., 
and denote the interval [ t k ,  tl:+ll as the k-th control interval. 

The algorithm always behaves as a homogeneous Markov 
chain and the optimal routing scheme is a state of the chain 
which is visited at the steady state with a certain probability. 
Aiming to reduce the chance that we could leave the state due to 
estimate error, we introduce a noise filter that reduces the effect 
of such estimate errors. Changes are less likely to happen if 
the adopted routing scheme (state) is “good.”This is achieved 
by introducing a state variable Q, which reduces the changes 
from “good to “bad” routing schemes, while does not reduce 
the changes from “bad  to “good.” The algorithm is detailed 
below. 

Data: 
- The set of possible routing schemes 0; 
- The probability function R(8,8’), which represents the 

probability of choosing 8’ as candidate routing scheme when 
the current routing scheme is 8 
- An initial routing scheme 90; 
- A time duration T,. 
Initializarion: Set 20 = 80, &k = 0 and k = 0. . Iteration k: 

I .  Let Z k  = 8 be the current routing scheme and choose a set 
Sl: = [q, 2 2 , .  . . ,z.] of s candidate routing schemes, where 
the selection of t i  is made according to R(0,zi); 
2. Record all the LSP setup requests arrived and ended dur- 

ing the interval [ t k , t l : + l ] :  Compute f ( t l : , t b  + T,,zi,w), i 
= 1,2;. .,E, the estimates of the LSP setup rejection prob- 
abilities pB(Zi,t) for each routing scheme t i .  Select 8’ = 

3. Choose a new routing scheme according to the estimates 
computed in the previous step: let f ( t k ,  tl: + Tc,8,w) and 
f ( t b ,  t k  + T , ,  e’, w) be the estimates of the LSP setup rejec- 
tion probabilitiespB(8, t) andpB(O‘, t) for the two schemes 8 

argmin;=l,z ..., f ( t k r t k  + T,,z;,w); 
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and B',resp ectively, in the k-th control interval. 
Iff(tk,tk+Tc,@,W) - Q k  > f ( t r , t b  + T c , B ' , W )  

else 
~ t + i  = 6"; Qr+i = 0; 

~ r + i  = ~ ; Q r + i  = [Qk + f ( t r , t r  +Tc,o',w)-- 
f ( t r , t r  + ~ c , B , w ) l / ~ ;  

4. Set k = k + 1 and go to step 1. 

111. EXPERIMENTAL RESULTS 

In this section, SPeCRA is tested through several simula- 
tions that uses an actual commercial backbone network topol- 
ogy, shown in Fig. 2. The topology has 11 nodes and 19 links, 
each link with capacity equal to 100 capacity units. 

Fig. 2. US network topology for erperimenu 

The LSP bandwidth requests are taken to be uniformly dis- 
tributed between 1 and 5 capacity units. The experiments are 
mn for a dynamic network, in which LSPs are setup and tom 
down according to available bandwidth and holding times, re- 
spectively. LSP requests arrive for an ingress-egress node-pair 
according to a Poisson process with an average rate A, and 
holding times exponentially distributed with mean 1/11, 

We defined 8 stationary traffic conditions: SSo, for which 
Alp = 100; SS1 with X/p = 80; SS2 for which node--pair 2- 
1 I is loaded with Alp  = 200, while the other nodes have much 
lower load X/p = 50; SS3. for which node 6 is overloaded 
with Alp = 200, while the other nodes have Alp = 70; SS4, 
for which node 8 is overloaded with Alp = 100, while the 
other nodes have Alp = 60; SS,, for which node-pair 2-11 
has Alp = 400. while the other node-pairs have Alp = 50; 
SS6. for which Alp = 180 and SS,, with Alp = 150. 

For this experiment, we use the traffic profile shown in 
Fig. I .  The minimum interval in between two consecutive traf- 
fic conditions in the figure, during which the traffic is !station- 
ary, is equal to 200 seconds, and the control interval T, was 
chosen as 20 seconds, which means a transition can happen af- 
ter every IO control intervals. The time is shown in number of 
control intervals, and the total simulated time is 4000 seconds. 

The set of routing schemes, 0, was chosen to he composed 
of three known routing algorithms (for their strength and sim- 
plicity): K-shortest-path, K-widest-shortest-path, and maxi- 
mum utility path 191. The maximum utility algorithm was 
implemented for K-shortest-paths. A utility value is calco- 
lated for each of the K-shortest-paths by the following func- 
tion: U(P) = IogrAbw) - Ah, where Abw represents the 

available bandwidth along path P and Ah represents the differ- 
ence between the number of hops in path P and the number of 
hops in the shortest-path. For each traffic matrix SS,, the three 
routing algorithms were run and the probability of U P  setup 
rejection was calculated and compared in order to determine 
the best algorithm in 0 for that traffic load. This information 
was used to check SPeCRA's accuracy in finding the optimal 
routing scheme for the non-stationary traffic shown in Fig. 1. 
For this experiment, we chose R(B,@') as equally distributed 
among the routing schemes. 60 was chosen as the shortest-path 
algorithm. 

For each conk01 interval, SPeCRA should find which of the 
three algorithms lead to the minimal rejection rate. This is 
done by running a short simulation for each muting scheme 
not currently in use for stored information about LSP arrival 
and tear down during the past interval. The shortest-path was 
the best choice when .the network was generally overloaded, 
while the widest-shortest-path and maximum utility path algo- 
rithms were chosen in underload and local overload conditions. 

Fig. 3 shows the simulation results in a illustrative man- 
ner. The sequence of the routing schemes selected by SPeCRA 
at each control interval T, was translated to the sequence of 
SS,s for which the selected routing scheme is optimal. As we 
can see, the selected routing schemes coincide with the opti- 
mal solutions for the different SS,s in most of the cases run, 
which means that SPeCRA is indeed choosing the best routing 
scheme available for each traffic mix, without a priori knowl- 
edge of the nature of the mix. 

. . . . . . . . . . . . . . . . . .  i " " " " ' i  .=. 
... . . .  ,,,, , ...o . . . . . .  ....., 4 

w .... i . . . .  ...... ! 
I B e m *) Im ,* < D  >m <m %CO 
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Fig. 3. SPcCRA's performance 

Even if some errors in the detection of the optimal routing 
scheme still remain with SPeCRA, these errors have a neg- 
ligible impact on the performance, since some of the chosen 
routing schemes have quite similar performance in some of the 
eight traffic conditions. 

In Fig. 4, we observe the LSP setup rejection rate for every 
traffic condition SS, when using shortest-path only and when 
using SPeCRA to select the most appropriated routing scheme. 
We observe that SPeCRA selects a much better routing scheme 
when SSa. SSl, SS3, and SSa are the traffic conditions in use. 
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For the non-stationary traffic in Fig. I ,  SPeCRA leads to over 
25% performance improvement when compared to using the 
shortest-path algorithm as the fixed choice for routing scheme. 
A non-stationary traffic that has more components such as SSo, 
SS,, SS,, or SS, (e.g., suppose we randomly choose 20 traffic 
conditions from this set to compose a non-stationary traffic), 
SPeCRA would lead to even higher improvement regarding 
LSP setup rejection rate. It is important to notice that SPeCRA 
does switch between routing schemes in every control interval 
(which would be costly). The algorithm will only switch when 
the new routing scheme results in a better performance. 

to the shortest-path algorithm. SPeCRA may still be able to 
perform better than shortest-path in this scenario. 

In order to compare the performance of each method, we 
did not implement MIRA (as the implementation’s accuracy 
could be questionable) but instead run SPeCRA for the same 
network, with the same traffic conditions described in [l]. The 
performance of each algorithm is measured by the number of 
LSPs rejected by the algorithm. 

Consider the network shown in Fig. 5 ,  which is the same 
network considered in [ I ] .  The network is composed by 15 
nodes and 28 links, and the only ingress-egress pairs were cho- 
sen as shown. The capacity of the thin-line links is 12 units and 
48 units for the thick-line links. All the links are bidirectional 
(acting like two unidirectional links of that capacity). The LSP 
setup requests arrive randomly, at the same average rate, for the 
ingress-egress pairs. The bandwidth request are chosen to be 
uniformly distributed between 1 and 3 capacity units. 

Fig. 4. LSP rejection atio for shonest-path and SPeCRA. 

Fig. 5. Network topology forpcrfonnance simulations. 

IV. PERFORMANCE EVALUATION 

In this section, we will evaluate SPeCRA‘s performance by 
comparing its LSP setup rejection ratio with MIRA’s(M ini- 
mum Interference Routing Algorithm) [ I ] .  MIRA is a dynamic 
algorithm that routes bandwidth guaranteed tunnels (LSPs). 
The algorithm is based on the idea that a new LSP must be 
routed in a path that does not “interfere too much” with routes 
that could be taken by future demands. Such path must be 
found without any a priori knowledge of the future demands. A 
set of ingress-egress pais is selected and the algorithm is run 
in order to select the “critical links” [l]. For every LSP setup 
request arrived, maxflow values are calculated, critical links 
are discovered (heavy computations), weights are computed in 
order to be used by the weighted shortest-path algorithm. All 
links which have residual bandwidth below a certain threshold 
are eliminated, resulting in a smaller network. The weighted 
shortest path is then calculated, the route is finally chosen, the 
LSP is routed, and the residual capacities are updated. Even 
though critical links do not need to be discovered on every LSP 
arrival, unless the threshold is chosen to be I,  the algorithm is 
still heavy computationally. Moreover, in an “all ingress-egress 
network” (every node on the network can be a ingress or egress 
node, such as the US topology in Fig. 21, the algorithm would 
not be able to avoid interference as much as on the examples 
presented on the paper, which would make its behavior similar 

The Static Case 

In the first set ofexperiments, all the LSPs are assumed to be 
static (once setup they stay in the network forever and are not 
tom down). The link capacities are now scaled by 100 in order 
to fit a larger demand. 5000 LSP setup requests are generated 
and the number of rejections in 20 individual executions of the 
program is observed. The results are shown in Fig. 6. 

Fig. 6. Static m e :  number of LSP selup requests rejccled in 20 Vials. 
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We observe that the K-shorcest path algorithm has a larger re- 
jection rate due to the fact that in most of the cases there is only 
a few options for the shortest path between the ingress-egress 
pairs (Sl-Dl has one option, s 2 - D ~  has three options, S3-0, 
has 2 options, and S4-D( has only one option). When more 
than one option is wailable, the algorithm chooses the one with 
more residual bandwidth, and in that case, tries to distribute the 
load over the paths with the same number of hops. Another al- 
gorithm considered by SCA in this simulation is the K-tvidest- 
shortest path. In order to simplify computational load, the algo- 
rithm first selects the I0 shortest paths and then selects the one 
among them with the larger residual bandwidth (the number 
10 was chosen balancing complexity and effectiveness). Sim- 
ilarly, the maximum utility algorithm chooses, among the 10 
shortest paths, the one with the larger utility coefficienl. SCA 
chooses the algorithm with smaller rejection rate, and the re- 
sults are very satisfactory. A low rejection ratio is achieved 
with a ‘‘not so high” computational cost. SCA is adaptive to 
the traffic profile and also does not need any information about 
future demands. 

It is important to stress that we did not reproduce L-MIRA 
results in Fig. 6, where only S-MIRA values were plotted. With 
the objective of making MIRA less computationally intensive, 
L-MIRA was developed with an approximation for an NP-bard 
problem (LEX-MAX) [I] .  The approximation taken is to “as- 
sume that the ordering of the maxflow values, after the (current 
demand is routed, will be the same as the current ordering of 
the maxflow values.” This is accurate considering that the de- 
mand to be routed is small, as the authors stress in the paper. 
We believe that this approximation does not hold for the traf- 
fic offered in this static case, which is not small. Therefore, we 
only consider S-MIRA implementation for the performance ex- 
periments. 

The Dynamic Case 

With this experiment we will evaluate the performance of 
MIRA and SPeCRA in a dynamic scenario. LSPs arrive be- 
tween every ingress-egress pair according to a Poisson process 
with average rate X and holding times exponentially distributed 
with mean l / p .  In order to compare our results to MIRVs, we 
will use a fixed value~for X / p  = 150. Bandwidth demands are 
again uniformly distributed between 1 and 3 capacity units. We 
now scale the linkcapacities in Fig. 5 by I O  instead of 100. The 
rejection ratio is calculated over 1000000 LSP setup requests. 
Fig. 7 shows the results. We observe that SPeCRA obtains a 
better performance than MIRA. 

V. CONCLUSIONS 

In this paper we have proposed a new routing algorithm, 
SPeCRA, which does not assume any stochastic model to rep- 
resent the incoming traffic. Given a set of routing schemes and 
some periodic network state information, SPeCRA is able to 
select the best routing scheme in the set for current traffic. 
In order to analyze SPeCRA’s performance, we mn !;imula- 

Fig. 7. Dynamic case: ISP rejection d o  in 20 trials. 

tions of the same network topology and traffic described in [ I ]  
and compare the LSP rejection ratio obtained by SPeCRA and 
MIRA. We observe that SPeCRA outperforms MIRA in the 
static and also dynamic cases. The set of routing schemes cho- 
sen for SPeCRA’s simulations is comprised of simple shortest- 
hop or shortest-cost algorithms, which are interesting solutions 
for vendors that would rather not implement a complicated al- 
gorithm. SPeCRA is easy to be implemented and not as com- 
putationally heavy as other routing algorithms. As future work, 
the authors are investigating how to speed up the online simu- 
lations and also the use of other routing schemes. 
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