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Abstract-In this paper, a new preemption policy is proposed and com- 
plemented with an adaptive scheme that aims to minimize rerouting. The 
preemption policy combines the three main optimization criteria: number 
of LSPs to be preempted, priority of LSPs to be preempted, and amount of 
bandwidth to be preempted. The preemption policy is complemented by an 
adaptive scheme that selects LSPs with lower priority and reduces their rate 
in order to accommodate the new high-priority LSP setup request. Heuris- 
tics for both preemption and adaptive preemption policies are derived. Sim- 
ulation results show the heuristics’ accuracy. Performance comparisons of a 
non-preemptive approach, our preemption policy, the adaptive rate policy, 
and the policy in use by commercial routers are included. 

I. INTRODUCTION 

0 NE of the most actively studied open issues in several areas 
of communication networks is the problem of bandwidth 

reservation and management. The objective is to maximize the 
network resources utilization while minimizing the number of 
connections that would be denied access due to insufficient re- 
source availability. Load balancing is another important issue. It 
is desirable to avoid that portions of the network become overuti- 
lized and congested, while alternate feasible paths remain under- 
utilized. These issues are addressed by Traffic Engineering [ 11. 

Multiprotocol Label Switching (MPLS) is a switching tech- 
nology to forward packets based on a short, fixed length la- 
bel. Using indexing instead of long address matching, MPLS 
performs fast forwarding. MPLS creates Label Switched Paths 
(LSPs); packets with identical label are forwarded on the same 
LSP [2]. An extension of the Resource Reservation Protocol 
(RSVP) is used to establish and maintain LSPs in the backbone 
[3]. One of the most significant applications of MPLS will be in 
Traffic Engineering (TE), since LSPs can be considered as vir- 
tual traffic trunks carrying flow aggregates generated by packet 
classification [4]. 

In IETF RFC 2702, [l], issues and requirements for Traffic 
Engineering in an MPLS network are highlighted. In order to 
address both traffic oriented and resource oriented performance 
objectives, the authors point out the need for priority and pre- 
emption parameters as Traffic Engineering attributes of traffic 
trunks. A trufic trunk is an aggregate of traffic flows belonging 
to the same class. Traffic trunks are routable objects, distinct 
from the LSP which they traverse, and are unidirectional. A re- 
quest for resources for a new traffic trunk implies the setup of a 
new LSP. 

The preemption attribute determines whether an LSP with a 
certain priority attribute can preempt another LSP with a lower 
priority attribute from a given path, when there is a competi- 
tion for available resources. The preempted LSP may then be 
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rerouted. Preemption can be used to assure that high priority 
LSPs can be always routed through relatively favorable paths 
within a differentiated services environment. In the same con- 
text, preemption can be used to implement various prioritized ac- 
cess policies as well as restoration policies following fault events 
[ 11. Preemption policies have also been recently proposed in 
other contexts. In [.5], the authors developed a framework to im- 
plement preemption policies in non-Markovian Stochastic Petri 
Nets (SPNs). In a computing system context, preemption has 
been applied in cache-related events. In [6] a technique to bound 
cache-related preemption delay is proposed. Finally, in the wire- 
less mobile networks framework, preemption has been applied to 
handoff schemes [7]. 

Although not a mandatory attribute in the traditional IP world, 
preemption becomes indeed a more attractive strategy in a dif- 
ferentiated services scenario [8], [9]. Moreover, in the emerging 
optical network architectures, preemption policies can be used 
to reduce restoration time for high priority traffic trunks under 
fault conditions. Nevertheless, in the DiffServ-aware Traffic En- 
gineering (DS-TE) approach, whose issues and requirements are 
discussed in [ 101, the preemption policy is again considered an 
important piece on the bandwidth reservation and management 
puzzle, but no preemption strategy is defined. 

In this paper, a new preemption policy is proposed and 
complemented with an adaptive scheme that aims to minimize 
rerouting. The preemption policy is both simple and robust, 
combining the three main optimization criteria: number of LSPs 
to be preempted, priority of LSPs to be preempted, and amount 
of bandwidth to be preempted. Using our policy, a service 
provider can balance the objective function that will be opti- 
mized in order to stress the desired criteria. The preemption pol- 
icy is complemented by an adaptive scheme that selects lower 
priority LSPs that can afford to reduce their rate. The selected 
LSPs will fairly reduce their rate in order to accommodate the 
new high-priority LSP setup request. Heuristics for both simple 
preemption policy and adaptive preemption scheme are derived. 
Simulation results show the heuristics’ accuracy. Performance 
comparisons among a non-preemptive approach, our new pre- 
emption policy, and our new policy combined with the adaptive 
scheme are also provided. 

The rest of this paper is organized as follows: In Section II, 
we introduce the preemption problem. A mathematical formula- 
tion, a simple heuristic, and simulation results for the proposed 
preemption problem are discussed in Section III. In Section IV, 
we extend the proposed preemption policy by complementing 
it with the adaptive rate scheme. A mathematical formulation 
for the optimization problem, a simple heuristic, and example 
results are included in this section. Performance evaluation of 
the proposed policy, the policy complemented by the adaptive 
scheme, and a non-preemptive approach are discussed in Sec- 
tion V. Finally, the paper is concluded in Section VI. 
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II. PROBLEMFORMULATION 

In this section we present the preemption problem formulation 
in a per-class Traffic Engineering (TE) context. 

Existing TE mechanisms only support constraint based rout- 
ing of traffic based on a single bandwidth constraint [l]. No 
per-class treatment is allowed. In DiffServ-aware Traffic Engi- 
neering (DS-TE), traffic flows can be grouped into classes, and 
different bandwidth constraints can be applied to each class [ 101. 
By mapping a traffic trunk in a given class on a separate LSP, 
DS-TE allows the traffic trunk to utilize resources available to 
that class on both shortest and non-shortest paths, and follow 
paths that meet the specific constrains of that given class. 

Performing Traffic Engineering on a per-class basis requires 
that certain parameters are propagated via Internet Gateway Pro- 
tocol (IGP) link state advertisements (LSAs). In order to reduce 
the number of parameters to be advertised, information is prop- 
agated on a per-Class-Type instead of on a per-class basis. A 
Class-Type is composed by classes with similar aggregate max- 
imum and minimum bandwidth requirements. There is no en- 
forced minimum or maximum bandwidth requirement at the in- 
dividual class level. As a consequence, IGP needs to advertise 
separate Traffic Engineering information for each Class-Type, 
which consists of the Unreserved Bandwidth (UB) information 
[lo]. This information will be used as a per Class-Type band- 
width constraint for Constraint Based Routing and also for ad- 
mission control purposes. 

For each Class-Type, there exist 8 preemption levels ranging 
from 0 to 7. The lower number represents higher priority, i.e., 
an LSP with preemption level 0 can preempt all other LSPs with 
non-zero preemption level value. Eight classes are currently sup- 
ported by DS-TE and may be grouped into Class-Types [ 111. In 
order to provide different bandwidth constraints for each Class- 
Type, a configurable maximum reservable bandwidth for each or 
for an aggregate of Class-Types must be defined. Lower priority 
Class-Types (e.g. Best Effort) should not be completely starved 
by higher priority classes. Therefore, where N Class-Types CTi 
(i 1 o,... , N - l), ordered with respect with their priorities 
(lowest CTi has lowest preemption level. CT0 is the lowest pri- 
ority, therefore assigned to Best Effort traffic), are supported, the 
following bandwidth constraints may be configured on a given 
link by the network operator [ 101: 
. No more than PN-1% of CTN-i; 
. No more than PN-2% of CTN-~ + CTN-~; 
l .  .  .  

. No more than PO% of CTN-~ + CTN-~ + . . . + CTe; 
where PN-I,PN-~,.. . , PO are percentages of the total link ca- 
pacity, each separately configurable for every link, and PN-I < 
PN-2 5 " ' < PO, PO = 100%. 

Define UB as a vector with dimension N, with each com- 
ponent UB(1;), representing the Unreserved Bandwidth for CTi. 
When a new LSP setup request arrives for an active Class-Type 
CTi, in a network for which N Class-Types are active, the UB 
components UB(1;) are updated as follows: 

N 

US(i) = Pi% C - c b(CTk), 
k=i 

where C is the capacity of the link shared by the Class-Types 
and b(CTk) represents the bandwidth in use by Class-Type CTl,. 

For example, suppose a link with 1500 capacity units and only 
2 active CTs: CTi, voice traffic with priority 2; and CTo, data 
traffic with priority 4. Suppose Pl=50% and Po=lOO%. The UB 
initial advertisement can be illustrated in a vector as [750,1500]. 
The advertisement shows the Unreserved Bandwidth for each 
active Class-Type, at the initial state, with no traffic passing 
through the link. 

Suppose the link is in the initial state and 4 consecutive re- 
quests arrive: 500 of CTo, 500 of CTi, 250 of CTo, and 250 of 
CTi. The UB advertisements are as shown: 
[750,1500] initially; 
[750, lOOO] after 500 of CT0 arrive; 
[250,500] after 500 of CT1 arrive; 
[250,250] after 250 of CT0 arrive; 
[0, 0] after 250 of CT1 arrive. 
Note that no preemption is needed in this case. 

Instead, if 3 requests for LSP setup arrive in sequence: 750 
of CTo, another 750 of CTo, and 500 of CTi, the UB advertise- 
ments are: 
[750,1500] initially; 
[750,750] after 750 of CT0 arrive; 
[750,0] after another 750 of CT0 arrive; 
[250,0] after 500 of CT1 arrive. 
Note that the last step requires that 500 capacity units are pre- 
empted from CTo. 

It is important to mention that preemption can be reduced if 
an alternative shortest-path route (e.g., second or third shortest- 
path) can be considered. Even in that case, preemption may be 
needed as such path options may also be congested. In a fixed 
shortest-path routing approach, preemption would happen more 
frequently. 

In the case in which preemption will occur, a preemption pol- 
icy should be activated to find the preemtable LSPs with lower 
preemption levels. 

Now an interesting question arises: which LSPs should be 
preempted? Running preemption experiments using commercial 
routers, we could conclude that the preempted LSPs were always 
the ones with the lowest priority, even when the bandwidth al- 
located was much larger than the one required for the new LSP. 
This policy would result in high bandwidth wastage for cases in 
which rerouting is not allowed. An LSP with a large bandwidth 
share would be preempted to give room to a higher priority LSP 
that requires a much lower bandwidth. 

A new LSP setup request has two important parameters: band- 
width and preemption level. In order to minimize wastage, the 
set of LSPs to be preempted can be selected by optimizing an 
objective function that represents these two parameters, and the 
number of LSPs to be preempted. More specifically, the objec- 
tive function could be any or a combination of the following [8], 
[91,[121: 
1. Preempt the connections that have the least priority (preemp- 
tion level). The QoS of high priority traffics would be better 
satisfied. 
2. Preempt the least number of LSPs. The number of LSPs that 
need to be rerouted would be lower. 
3. Preempt the least amount of bandwidth that still satisfies the 
request. Resource utilization would be better. 

After the preemption selection phase is finished, the selected 
LSPs must be tom down (and possibly rerouted), releasing the 
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reserved bandwidth. The new LSP is established, using the cur- For this paper, we choose to use the decentralized approach, 
rently available bandwidth. The UB information is then updated. which is easier to be integrated to the current Internet protocol. 
Fig. 1 shows a flowchart that summarizes how each LSP setup The parameters required by the policy are currently available for 
request is treated in a preemption enabled scenario. protocols such as OSPF or are easy to be determined. 

Preemption 

Preempted LSPs 

Rg. 1. Flowchart for LSP setup procedure 

In [ 121, the authors propose connection preemption policies 
that optimize the discussed criteria in a given order of impor- 
tance: number of connections, bandwidth, and priority; and 
bandwidth, priority, and number of connections. The novelty 
in our approach is to propose an objective function that can be 
adjusted by the service provider in order to stress the desired 
criteria. No particular criteria order is enforced. Moreover, our 
preemption policy is complemented by an adaptive rate scheme. 
The resulting policy reduces the number of preempted LSPs by 
adjusting the rate of selected low-priority LSPs in order to ac- 
commodate a higher-priority request. This approach minimizes 
service disruption and rerouting decision and signaling. 

III. PREEMPTION POLICY 

In this section, a new mathematical formulation for the pre- 
emption problem is presented. A simple heuristic is proposed, 
and simulations results are shown to compare both approaches. 

A. Preempting Resources on a Path 
It is important to note that once a request for an LSP setup 

arrives, the routers on the path to be taken by the new LSP 
need to check for bandwidth availability in all links that com- 
pose the path. For the links in which the available bandwidth is 
not enough, the preemption policy needs to be activated in order 
to guarantee the end-to-end bandwidth reservation for the new 
LSP. This is a decentralized approach, in which every node on 
the path would be responsible to run the preemption algorithm 
and determine which LSPs would be preempted in order to fit 
the new request. A decentralized approach may sometimes not 
lead to an optimal solution. 

Another idea would be to use a centralized approach, in which 
a “manager entity” would run the preemption policy and deter- 
mine the best LSPs to be preempted in order to free the required 
bandwidth in all the links that compose the path. A unique LSP 
may be already set in between several nodes on that path, and 
the preemption of that LSP would free the required bandwidth 
in many links that compose the path. 

B. Mathematical Formulation 

We formulate the preemption policy problem with an integer 
optimization approach. Consider a request for a new LSP setup 
with bandwidth b and a certain preemption level. When preemp- 
tion is needed, due to lack of available resources, the preempt- 
able LSPs will be chosen among the ones with lower preemption 
level in order to fit b - UBe bandwidth units, where UBe repre- 
sents the Unreserved Bandwidth with respect to the lowest pri- 
ority traffic, which corresponds to the unused bandwidth on that 
link. We define a constant T such that T = b - UBa, representing 
the actual bandwidth that needs to be preempted (the required 
minus the available bandwidth). 

Without loss of generality, we assume that bandwidth is avail- 
able in bandwidth modules, which implies that variables such as 
T and b are integers. 

Define L as the set of active LSPs having a priority level lower 
than the LSP setup request. We denote the cardinality of L by 
L. b(Z) is the bandwidth reserved by LSP I E l, expressed in 
bandwidth modules and p(Z) is the priority level of LSP 1. 

In order to represent a cost for each preemption level, we 
define an associated cost y(Z) inversely related to the preemp- 
tion level p(Z). For example, we can choose a linear relation 
y(Z) = 8 - p(Z). We define y as a cost vector with L compo- 
nents, y(Z). We also define b as a reserved bandwidth vector 
with dimension L, and components b(Z). 

The vector z is the optimization variable. z is composed by L 
binary variables, each defined as follows: 

x(Z) = 
1 if LSP 1 is preempted; 
0 otherwise. (1) 

For example, assume there exists three LSPs, L = (II, ZZ, /a), 
with reserved bandwidth of 3 Mbps, 2 Mbps, and 1 Mbps, re- 
spectively. Consider that p(Zi) = 3, p(Zz) = 6, p(Za) = 7. 
Consequently y(Zi) = 5, I = 2, y/(/s) = 1, y = [5,2,1], 
and b = [3,2,1]. z = [0, 1, l] means that LSPs 12 and /a are 
preempted. 

Concerning the objective function, as reported in the previous 
section, three main objectives can be reached in the selection of 
preempted LSPs: 
. minimize the priority of preempted LSPs, 
. minimize the number of preempted LSPs, 
. minimize the preempted bandwidth. 

To have the widest choice on the overall objective that each 
service provider needs to achieve, we define the following ob- 
jective function F, which for simplicity is chosen as a weighted 
sum of the above mentioned criteria: 

F(z) = a(~ . y’) + /?(z . lT) + r(z. bT) (2) 

where the term z . yT represents the preemption level or priority 
of preempted LSPs, z . lT represents the number of preempted 
LSPs (1 is a unit vector with adequate dimension), and z . bT 
represents the total preempted capacity. Coefficients a, /3, and y 
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are suitable weights that can be configured in order to stress the 
importance of each component in F. 

The following constraint ensures that the preempted LSPs re- 
lease enough bandwidth to satisfy the new request: 

z.bT >r (3) 

Fig. 2 contains a summary of the proposed integer program. 

GIVEN cc, b, Y, r, a, P, Y. 
FIND z (L bmary mteger variables) 
MWIMIZING 
SUBJECT TO 

fWT=>a;. yT) + P(z. IT) + 4”. bT) 
- 

Rg. 2. Our preemption policy formulation. 

C. Preemption Heuristic 

The choice of LSPs to be preempted is known to be an NP- 
complete problem [ 131. For networks of small and medium size, 
or for a small number of LSPs, the online use of an optimization 
tool is a fast and accurate way to find the solution. However, for 
large networks and large number of LSPs, a simple heuristic that 
could approximate the optimal result would be preferable. 

In order to simplify the online choice of LSPs to be pre- 
empted, we propose the following equation, used in our heuristic 
(Fig. 3): 

H(Z) = ay(Z) + p + y(b(Z) - rg2 (4) 

In this equation, ay(Z) represents the cost of preempting LSP 
1, p represents the choice of a minimum number of LSPs to be 
preempted in order to fit the request T, and y@(Z) -T) 2 penalizes 
a choice of an LSP to be preempted that would result in high 
bandwidth wastage. 

In our heuristic, H is calculated for each LSP. The LSPs to 
be preempted are chosen as the ones with smaller H that add 
enough bandwidth to accommodate T. The respective compo- 
nents in the vector z are made equal to one for the selected LSPs. 

In case H contained repeated values, the sequence of choice 
follows the bandwidth b reserved for each of the regarded LSPs, 
in increasing order. For each LSP with repeated H, we test 
whether the bandwidth b assigned to that LSP only is enough 
to satisfy T. If there is no such LSP, we test whether the band- 
width of each of those LSPs, added to the previously preempted 
LSPs’ bandwidth is enough to satisfy T. If that is not true for any 
traffic trunk in that repeated H value sequence, we preempt the 
LSP that has the larger amount of bandwidth in the sequence, 
and keep preempting in decreasing order of b until T is satisfied 
or the sequence is finished. If the sequence is finished and T is 
not satisfied, we again select LSPs to be preempted based on an 
increasing order of H. More details on the algorithm to imple- 
ment our heuristic, called Preemption, are shown in Fig. 3. 

After finishing the algorithm, z contains the information about 
which LSPs are to be preempted and preempt contains the 
amount of bandwidth preempted. In a much larger network, our 
heuristic would still be very simple to compute when compared 
to the optimization problem described in equations 2 and 3. 

llgorithm Preemption (L, b, y, T, a, /3, y) 
7reempt = 0; 
f cv, b(i) >= r, 

calculate H(i) = ay(i) + p + y&(z) ~ r)‘; 
sort H, b, m increasing order of H(i); 
d H has repeated values sort those by increasing b; 
while preempt < r 

lfb(i) < T 
if H does not have repeated values 

preempt m increasing order of H. 
preempt =preempt+b(i); z(i) = 1; 

else 
d b(i) >= T for any repeated H 

preempt = b(i); % preempt only z 
z(i) = 1; % make all other .z equal to zero; break; 

elself preempt+b(i) > r for any repeated H 
preempt =preempt + b(i); 
z(i) = 1; break; 

else 
preempt larger b(i) in the sequence and add b(i ~ 1) 
until preempt > = r or repeated sequence 1s finished. 
preempt =preempt + b(i); 
z(i) = 1; z = i ~ 1; 

end 
end 

else 
preempt=b(i); 
z(i) = 1; % make all other z equal to zero; break; 

end 
end 

llse 
reject LSP setup request 

lnd 
,eturn(z) 

Fig. 3. Heuristic for our preemption policy 

D. Example 

Consider a network composed by 16 LSPs with reserved 
bandwidth b in Mbps and cost y, as shown in Table I. 

TABLE I 

BANDWIDTH AND COST INFORMATION FOR SIMULATIONS. 

Traffic trunk El 12 13 14 15 1s 17 1s 
Bandwidth(b) 20 10 60 25 20 1 75 45 
Cost (Y 1 I 6 5 4 3 2 1 3 

Traffic trunk 19 110 111 112 113 El4 115 116 
Bandwidth (b) 100 5 40 85 50 20 70 25 
Cost (Y 1 5 2 4 3 6 5 4 1 

Suppose the network operator decides to configure p = 0, 
indicating that the number of trunks preempted is not important 
(rerouting is allowed and not expensive: small topology), cv = 
1 and y = 1, indicating that preemption level and preempted 
bandwidth are more important. 

A request for an LSP establishment arrives with T = 155 
Mbps and p = 0 (highest possible priority). From equations 
2 and 3, we formulate the following optimization problem: 

Minimize F(z) = (z . y’) + (z . bT), 
subject to z . bT > 155, with y and b defined as in Table I. 
Using an optimization tool such as LINDO or CPLEX to solve 

the above optimization problem, one will find that traffic trunks 
Z8, 112, and 116 are selected for preemption. 

Suppose the network operator decides that it is more appro- 
priate to configure CI: = 1, p = 1, and y = 0, because in this 
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network rerouting is now cheaper, LSP priority is again very im- 
portant, but bandwidth is not a critical issue. The optimization 
problem now becomes: 

Minimize F(z) = (z . y’) + (z . lT), 
subject to z . bT > 155, in which case, LSPs Z7 and Zi2 are 

selected for preemption. 
To take into account the number of LSPs preempted, the pre- 

emption level, and the amount of bandwidth preempted, the net- 
work operator may set cli = p = y = 1. In that case, LSPs Zi2 
and Zi5 are selected. 

From the above example we can observe that when the num- 
ber of traffic trunks preempted was not an issue, 3 LSPs adding 
exactly the requested bandwidth, and with the lowest priority 
were selected. When a possible waste of bandwidth is not an 
issue, 2 LSPs were selected, adding more bandwidth than re- 
quested, but with lower priority. Considering the three factors as 
crucial, 2 LSPs are preempted, and in this case adding exactly 
155 Mbps with the lowest possible priorities. 

Using the same data as in Table I, and with cli = p = y = 1, 
we varied the value of the request T and compared the results 
found by our optimization formulation (Fig. 2) and our heuristic 
(Fig. 3) regarding the final cost achieved, calculated by equation 
2. Fig. 4 shows the result of these tests. 

350 
/ 

I 

300 

250 
v 
8 

k200 
"a 

E 
9150 

3 
LF 

100 

75 100 125 150 175 200 225 250 275 300 325 3 

Bandwidth requests, r 

Fig. 4. Comparison between optnmzatlon formulation and heuristic 

A  

'50 

Figures 5, 6, and 7, show results for the heuristic and opti- 
mization problem when only the priority, only the number of 
LSPs preempted, or only the amount of preempted bandwidth is 
important, respectively. 

Figures 5 and 6 show the perfect accuracy of the heuristic for 
the considered cases. The results in Fig. 4 and in Fig. 7 show 
that the heuristic finds a similar solution for most of the cases, 
and that when T increases the heuristic leads to a slightly higher 
cost - a price paid because the heuristic follows a much sim- 
pler approach. When comparing the bandwidth request T to the 
already setup bandwidth reservations, we observe that when T 
is comparable to one or two LSP reservations (which is a more 
likely scenario) the heuristic always result in a similar cost solu- 
tion. The zig-zag effect on the graphic is due to the preemption 

501 

25 

0 
0 25 50 75 100 125 150 175 200 225 250 275 300 325 : 

Bandwidth requests, r 

Fig. 5. Optmuzatlon formulation and heuristic when Q! = 10, /3 = 0, Y = 0. 

1 
0 25 50 75 100 125 150 175 200 225 250 275 300 325 350 

Bandwidth requests, r 

Fig. 6. Optmuzatlon formulation and heuristic when a! = 0, P = 1, Y = 0. 

0 
0 25 50 75 100 125 150 175 200 225 250 275 300 325 : 

Bandwidth requests, r 
0 

Fig. 7. Optnmzatlon formulation and heuristic when a! = 0, p = 0, y = 1. 

of LSPs that add more bandwidth than the request T, which in- 
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creases the value found by the cost function. When the next 
request T is considered, and the new selected traffic trunks add 
exactly or about the same value as the new T, the cost function is 
reduced, therefore the zig-zag occurs. 

IV. PREEMPTION POLICY WITH ADAPTIVE RATE SCHEME 

In this section we complement our new preemption policy 
with an adaptive rate scheme. In the previous section, when a 
set of LSPs was chosen to be preempted, those LSPs were tom 
down and could be rerouted, which implied extra signaling and 
routing decisions. In order to avoid or minimize rerouting, we 
propose to reduce the number of preempted LSPs by selecting a 
few low-priority traffic trunks that would have their rate reduced 
by a certain maximum percentage in order to accommodate the 
new request. In the future, whenever there exists available band- 
width in the network, the lowered-rate traffic trunks would fairly 
increase their rate to the original reserved bandwidth. 

Some applications such as non-real-time video or data trans- 
fer can afford to have their transmission rate reduced, and would 
be the most likely to be assigned to such Class-Types and pre- 
emption levels. By reducing the rate in a fair fashion, the LSPs 
would not be tom down, there would not be service disruption, 
extra setup and tom down signaling, or rerouting decisions. For 
the DiffServ technology, traffic aggregates assigned to the As- 
sured Forward Per-Hop Behavior (AF PHB) would be the natural 
candidates for rate reduction. Whereas Expedited Forward Per- 
Hop Behavior (EF PHB) supports services with “hard’ band- 
width and jitter guarantees, the AF PHB allows for more flex- 
ible and dynamic sharing of network resources, supporting the 
“soft” bandwidth and loss guarantees appropriated for bursty 
traffic [14]. 

Next, we present a mathematical formulation for our scheme, 
followed by a simple heuristic that approximates the results pro- 
vided by the optimization problem. Simulation results are shown 
to stress the accuracy of the proposed heuristic. Comparison 
with the preemption policy simulation results of the previous 
section are also included, taking into account costs and rewards 
of both approaches. 

A. Rate Reduction on a Path 

We chose to use a decentralized approach to solve the rate 
reduction problem on a path (link by link). Every node on the 
path would be responsible to run the rate reduction algorithm and 
determine which LSPs would have their rate reduced in order 
to fit the new request. Similarly to the preemption problem, a 
centralized approach could be implemented in this case. 

B. Mathematical Formulation 

Similarly to the preemption policy, again we formulate the 
preemption policy as an integer optimization problem. 

We assume that bandwidth is available in bandwidth modules, 
and define L’ (cardinality L’) as a set of active traffic trunks with 
priority lower than the LSP setup request, and that can afford to 
have their rate reduced. Therefore, L’ c l. The parameters T, 
b(Z), andp(Z) have the same context as in Section III. 

We define A4 as the total number of bandwidth modules allo- 
cated to LSPs that can be preempted or have their rate reduced: 

M = -g b(Z) (5) 
1x1 

We also define the vector v1 with A4 components, represent- 
ing the bandwidth modules reserved by an active LSP 1 E L’: 
v1 = (v~,v~,...,v~), where 

v1 - 
1 

1 if module m belongs to 1; 
m- 0 otherwise. (6) 

V is a matrix, L’ x M, composed by vectors vl. We define 
the vector B as B = V . b 

We again define y as a priority vector, now with M compo- 
nents, where each component y(m) is the priority y of the band- 
width module m. Every bandwidth module of an LSP has the 
same cost value, which implies that y is composed by a serie 
of repeated values (as many as the number of modules in each 
LSP). Vectors x and z are the variables to be optimized, and are 
defined as follows. 

Vector x is composed by M binary variables: 

z(m) = 
1 if module m is preempted; 
0 otherwise. (7) 

A binary component z(m) = 1 means that the m-th band- 
width module is preempted in order to reduce that LSP’s rate 
and make room to satisfy the request of T bandwidth modules. 

Vector z is composed by L’ binary variables, and follows the 
same definition as in Section III (equation 1). 

Note that the optimization variables are binary and their total 
number is L’ + M. 

For example, assume there exists three LSPs that can afford 
to have their rate reduced, L’ = (Zi , Z2, /a), with reserved band- 
width of 3 Mbps, 2 Mbps, and 1 Mbps, respectively. Assume 
that the bandwidth module is 1 Mbps. The size of the set of 
bandwidth modules can be calculated with equation 5: M = 6. 
Each LSP can be represented by the following bandwidth mod- 
ule vectors (equation 6): 
vll = (1, 1, 1, O,O, 0) + modules 1, 2, and 3 belong to Ii. 
v12 = (O,O, 0, 1, LO) + modules 4 and 5 belong to 12. 
v13 = (O,O, O,O, 0,l) + module 6 belongs to Zs. Lets assume 
that p(Zi) = 3, p(Z2) = 6, p(Zs) = 7. Consequently y(Zi) = 5, 
y(Zz) = 2, y(Z3) = 1 andy = (5,5,5,2,2,1). 

We define the following new objective function F: 

F(x, z) = a(x . y’) +p(z . lT) +7(x. lT) l x.(l/B)~ (8) 

where x . yT represents the priority of preempted bandwidth 
modules, z . lT represents the number of preempted LSPs, 
x . lT represents the total preempted capacity, and ~.(l/b)~ 
represents the bandwidth module cost per LSP, proportional to 
the number of modules reserved by the LSP. Coefficients a, p 
and y are used for the same purpose as in Section III (equation 
2): in order to stress the importance of each component in FT. 

As for constraints, we must make sure that the bandwidth re- 
quirement is met, that all the bandwidth modules from an LSP 
are made available when that LSP is preempted, that the respec- 
tive modules for the LSPs that will reduce their rate are also pre- 
empted, and that the preempted rate will not be more than A% 
of the reserved bandwidth for that LSP. 
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We represent these constraints as follows, remarking that the 
greater than and less than signs are considered in a row by row 
relation between the matrices: 

X.lT > r 
pyT 5 0 

(1 constrl%mt) 

> -(bT ~ 1) ;$ ;;;;g;z; (9) 

V.XT < - &(dzag(bT z) + bT) (L' constraznts) 

where diag means the diagonal values of the matrix displayed in 
a column vector. 

The first constraint implies that the number of preempted ca- 
pacity modules should be equal or greater than the request. The 
remaining constraints imply that when an LSP is preempted, all 
the capacity modules belonging to it should be preempted, that 
the respective modules for the LSPs that will reduce their rate are 
also preempted, and that the preempted rate is no more than A% 
of the actual reserved bandwidth for that LSP. The total number 
of constraints is 2L’ + M + 1. 

Fig. 8 contains a summary of the proposed integer program 

GIVEN L’, b> Y> r, a, P, Y> A. 
FIND 
MINIMIZING >(:, z) = a(x YT) + P(z. IT) + ?‘(X lT) 

+x.( l/BIT 
SUBJECT TO x.lT>r 

XT ~ (Z. V)T > 0 
zT-V.xT>-(bT-1) 
v.xT 5 &diag(bT.z)+bT) 

Rg. 8. Adaptive preemptlon pohcy formulation. 

C. PreptReduce Heuristic 

As discussed before, the choice of LSPs to be preempted or to 
have their rate reduced is an NP-complete problem. In order to 
simplify and expedite the online choice of LSPs for preemption, 
we propose to use a simple heuristic shown to be as accurate as 
the optimization formulation illustrated in Fig. 8. 

When using the adaptive scheme, a new LSP setup request is 
treated differently. First, we test whether there is enough band- 
width among the preemptable LSPs in order to fit the new re- 
quest r. If Cf=, b(i) > T, we proceed. If that is not true, the 
LSP setup request is rejected. Suppose there is enough band- 
width. Now we test whether there are LSPs that can afford to 
reduce their rate. If not, we run our Preemption algorithm il- 
lustrated in Fig. 3 and choose the LSPs that will be preempted 
and rerouted. If C’ # 0, we test whether the bandwidth occu- 
pied by these LSPs is enough to fit T. If yes, we run the adaptive 
policy Prept-Reduce (Fig. lo), which will be explained in de- 
tail in the following, and choose the LSPs that will reduce their 
rate by a maximum of A% or that will be completely preempted 
in order to accommodate r. If the bandwidth allocated to the 
LSPs that can reduce their rate is not enough to fit T, we execute 
the algorithm Preemption to choose one LSP to be preempted 
and test again if the remaining required bandwidth, r-preempt 
can be made free by reducing the rate of the LSPs in C. Yet, 
if there is not enough resources, we run again Preemption, this 
time preempting two LSPs. Another test is made to see whether 
the remaining bandwidth can be accommodated by reducing the 

rate of L’ elements and so on. Fig. 9 illustrates the new LSP 
setup procedure. 

Fig. 9. Flowchart for LSP setup procedure with adaptive preemption pohcy. 

We propose the following equation, used in our algorithm 
Prept-Reduce (Fig. 10): 

X(Z) = q/(Z) + p + y + l/b(Z) (10) 

In this equation, ay(Z) represents the cost of preempting an 
LSP, p represents the choice of a minimum number of LSPs for 
preemption or rate-reduction, y represents the amount of band- 
width to be preempted, and l/b(Z) represents an additional cost 
by bandwidth module. This cost is calculated as the inverse of 
the amount of bandwidth reserved for the considered LSP. In this 
way, an LSP with more bandwidth modules will be more likely 
to be preempted than one with just a few number of modules. 

Our heuristic for the adaptive rate scheme uses X to determine 
the choice of bandwidth modules that will be preempted (some- 
times resulting in a whole LSP being preempted). X is calcu- 
lated for each LSP in ,C’ and it does not depend on the request 
value r. Again, ?Z is sorted in increasing order with repeated 
values being ordered by increasing associated bandwidth b. 

Fig. 10 illustrates the heuristic algorithm. The following input 
data is given: the set L’; the request r; the parameters a, p, y; 
the vectors b and y containing bandwidth and cost information 
for each LSP in ,C’, respectively; the maximum reduced rate per 
LSP in percentage A; and the amount of bandwidth already pre- 
empted in a previous ran Preemption algorithm, preempt. The 
algorithm calculates X and the preemptable bandwidth (number 
of modules) for each LSP, limit(Z) = rounddown(A/lOO * b(Z)): 
no more than A% of b(Z). 

Following the sorted b vector, and while the total preempted 
amount is not larger or equal to r, we test whether b(i) is less 

0-7803-7476-2/02/$17.00 (c) 2002 IEEE. 701 IEEE INFOCOM 2002



than r- preempt. If that is true, the whole LSP i will be pre- 
empted, x(i) will be set to 1, and all the respective x modules 
will be also made equal to 1. If not, we preempt module by 

go 

So 
module of LSP i until we reach either the amount requested or 70~ z15 
the maximum value: limit(i). The vector x is always updated 
with the respective preempted modules being set to 1. After 60 

that, if the requested amount is still not reached, we choose a z 
new LSP from the sorted 7Y and repeat the described process. : 50 

: 
After finishing the algorithm, z and x contain information $ 

about which LSPs are to be preempted or have their rate reduced 
3 40 

and by how much. Prept-Reduce is very accurate, as shown in 
3 

3. 
the example discussed next. 

Algorithm Prept-Reduce (L’, b, y, T, a, /3, y, A, preempt) 
ate-reduce = 0; 
generate vectors x and x-Index; 
35 x-Index contams pomters to where each LSP 
35 bandwidth allocatron starts rn vector X. 
‘zmzt = round-down(A/lOO * b’); % maxnnum rate reductron 
:alculate 31(i) = ay(i) + p + y + l/b(i); 
;ort ‘M, b, rn increasing order of X(i); 
f 31 has repeated values sort those by increasing b; 
p_aux = r-preempt; 

Nhrle rate_reduce + preempt < T 
if b(i) <= r_aux 

preempt = preempt + b(i); 
r-aux = r-aux b(i); z(i) = 1; 

else 
index = x-index(r); 
while bandwidth reduced for i < bmzt(i) and 
rate-reduce + preempt < T 

x(mdex) = 1; 
rate-reduce = rate-reduce + 1; 
index = index + 1; 
r_aux = r-aux rate_reduce; 

end 
end 

:nd 
.eturn(x, z) 

Fig. 10. Heuristic for our preemption pohcy with adaptive scheme. 

D. Example 

Bandwidth requests. I 

Fig. 11. Rate reduction and preemption for several values of T. 

mulation. Several other cases were ran and the results found by 
the optimization and heuristic always matched. 

Consider the same network proposed in Section III- 
D. Now suppose that LSPs Ii, Z2, Zs, Zie, and Zis are 
not available for rate reducing, which means that ,C’ = 
[I 1 Z Z Z 1 Z Z Z Z Z 1. Thevectorsbandyare 3, 4, 5, 7, 8, 9, 11, 12, 14> 15, 16 

now composed by the bandwidth and cost assignments to these 
LSPs only. 

0 
0 50 100 150 200 250 300 

BandwIdth requests, r 

Fig. 12. Optnnrzatron and heuristic for adaptive preemption policy. 

50 

We run several simulations varying the value of T in order 
to compare the cost of rate reduction and preemption, and with 
a: = p = y = 1, which means that the network operator con- 
sidered all the criteria with the same importance. Moreover, the 
parameter A was configured as A = 50, indicating that each 
LSP in ,C’ is willing to have its rate reduced by a maximum 50% 
of the bandwidth already reserved for it. Fig. 11 shows a chart 
that illustrates the results obtained for several different requests 
T. The z labels indicate that the rate of that LSP was reduced, 
while the x labels indicate that the whole LSP was preempted to 
satisfy the request T. Note that rate reduction never overcomes 
the 50% total bandwidth limit on each LSP. 

Fig. 12, shows the accuracy of our adaptive-rate heuristic. The 
heuristic obtains the same results found by the optimization for- 

To illustrate the case in which T is larger than total bandwidth 
reserved by LSPs in l’, sup 

P, 
ose a request for T = 600 Mbps 

arrives. We observe that Ci=i b(z) = 565, which is less than 
T. In this case, following the flowchart in Fig. 9 we run the 
algorithm Preemption and keep selecting LSPs to be preempted 
until r-preempt is less than the bandwidth for the remaining 
LSPs in L’. This means that traffic trunks Zs, Z7, Zg, Zi2, Zis, 
and 115 are preempted, resulting in preempt = 440 Mbps, using 
the heuristic in Fig. 3. The remaining bandwidth, r-preempt = 
160, is now suitable for our algorithm Prep-Reduce in Fig. 10. 
Running this heuristic, we realize that LSPs Zg, Z5, Za, Zii, and 
116 are preempted completely, making preempt = 59.5, and LSP 
114 reduces its rate by 5 Mbps, which results in a total of exactly 
600 Mbps available bandwidth for the new LSP setup request. 
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V. PERFORMANCE EVALUATION 

In order to highlight the benefits of a preemption enabled sce- 
nario, we grouped the priority levels into three categories: low 
(JJ = 5,6,7); medium (JJ = 2,3,4); and high @ = 0,l). We 
perform a simulation in which LSP setup requests were gen- 
erated randomly in time (average 1.5 per second), with ran- 
dom bandwidth request b (varying from 1 to 10 Mbps), ran- 
dom priority level (O-7) and exponentially distributed holding 
time with average 500s. The total link capacity was 155 Mbps. 
We observed the probability of a successful LSP setup for low, 
medium, and high level priorities for preemption-enabled and 
non-preemptive approaches as well as the probability of rerout- 
ing. PreptPriority is a commercial router preemption ap- 
proach, that only considers the priority of the LSPs. 

Fig. 13 illustrates the results obtained for each priority cate- 
gory. For the non-preemptive approach, the probability of LSP 
setup does not change with priority level. However, in a preemp- 
tive approach, low priority LSPs will be rerouted, while high pri- 
ority LSPs will be more stable, always using the best path and 
only being rerouted in case of link failure. LSP setup probability 
is the same for Preemption and Prep-Reduce heuristic due to 
the fact that in the worst case Prep-Reduce will also preempt 
the whole LSP 

12 
1 0 Prept-Priority I 

Preemption I 

Medium High 

, 

Fig. 13. LSP setup probabkty for preemptive and non-preemptive scenarios. 

0.2 

0 LOW Medium High 

Fig. 14. LSP rerouting probability for preemptive and non-preemptive scenarios. 

For a non-preemptive approach rerouting will only happen 
when link failure occurs, and we denoted a probability of 0.01 

for that event. Fig. 14 shows the rerouting probability. For lower 
priority and medium priority LSPs, the rerouting probability is 
higher. For high priority traffic, the probability is almost the 
same as for non-preemptive approach, since this kind of traffic 
will not be preempted by other traffics. The rerouting proba- 
bility for our Prep-Reduce heuristic is smaller for medium and 
low priority traffic, and would depend on the request T, since the 
LSPs would have their rate reduced to fit the new request, which 
implies less preemption and consequent rerouting. 

In Fig. 15, both algorithms are compared by calculating a cost 
for each solution for each request T, using the same cost defini- 
tion: Policy-cost = C b . y + C z + b, where b is the bandwidth 
requested by the new LSP, and b, y, and z are the same vec- 
tors defined earlier in this paper. The final cost achieved by the 
preemption policy complemented by the adaptive rate scheme 
is significantly smaller than the one obtained by the preemption 
policy by itself. Moreover, signaling costs are reduced due to the 
fact that rerouting is performed less frequently. 

2 
ii 600 

400 

200 I 

OL 0 275 
- 
300 32 5 

Fig. 15. Cost comparison between preemption policy and adaptive rate preemp- 
tion policy. 

VI. CONCLUSIONS 

In this paper, a new preemption policy was proposed. The 
policy is complemented by an adaptive scheme that selects LSPs 
with lower priority and reduces their rate, up to a maximum per- 
centage, in order to accommodate a new high-priority LSP setup 
request. The preemption policy combines the three main op- 
timization criteria: number of LSPs to be preempted, priority 
of LSPs to be preempted, and amount of bandwidth to be pre- 
empted. Heuristics for both preemption and adaptive preemption 
policies are derived and their accuracy is demonstrated by sim- 
ulation results. Performance comparisons of a non-preemptive 
approach, our preemption policy, the adaptive rate policy, and 
the policy in use by commercial routers show the advantages of 
using our preemption policy in a differentiated services environ- 
ment. The proposed adaptive rate policy performs much better 
than the stand-alone preemption policy. 
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