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Abstract. In this paper, a new hierarchical multihop routing algorithm and its performance evaluation is presented for fully dynamic
wireless networks. The routing algorithm operates on a virtual topology obtained by partitioning the routing information for mobile
terminals and mobile base stations into a hierarchical, distributed database. Based on the virtual topology, each mobile base station stores
a fraction of the routing information to balance the complexity of the location-update and the path-finding operations. Mobility of the
network entities changes the load distribution and causes processing and memory bottlenecks in some parts of the network. However,
since the network routing elements are also mobile, their movement can be used to distribute the load. Thus, new load balancing schemes
are intoduced to distribute the routing overhead uniformly among the mobile base stations. The performance of the hierarchical multihop
routing algorithm is investigated through simulations. It is shown that the routing protocol can cope with high mobility and deliver packets
to the destinations successfully.
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1. Introduction

Dynamic wireless networks are more reliable and efficient
than the conventional packet radio networks because (1) they
save bandwidth for communication between remote termi-
nals by providing routes through the wired part of the net-
work, and (2) multihop wireless links are used between mo-
bile terminals close to each other. In general, the dynamic
wireless network distinguishes itself from the packet radio
networks by its unique architecture which can be used for,
but not limited to, exploring and provisioning dangerous
zones, military, and journalism applications [7,10]. Since
the dynamic wireless network is a relatively new architec-
ture, there are many open research issues to be addressed.
One of these issues is the routing problem.

Dynamic wireless networks are made up of heteroge-
neous nodes. These nodes are classified as mobile terminals
(MT), mobile base stations (MBS) and fixed switching cen-
ters (SC). The MTs can only communicate with the MBS
they are currently assigned to. The MBSs are connected to
each other and SCs such that they form trees rooted at the
SCs. In this model, these trees are connected to each other
via a high speed, wireline network at their roots, i.e., their
respective SCs. The topology information is incrementally
collected at the MBSs and SCs.

The connection structure imposes a hierarchical ordering
of nodes that also reflects their complexity. The MTs are

small, low complexity devices that do not consume much
power. In contrary, the MBSs are more complex nodes with
high power consumption potentials capable of managing the
connections of many MTs in its designated working area.
The mobility of the nodes are increasing with decreasing
complexity and power consumption characteristics. Hence,
the MTs are portable, handheld devices; whereas the MBSs
should be carried in motor vehicles. SCs do not move at all.
The detailed architecture is presented in section 2.

The architectural structure of dynamic wireless networks
has many advantages. First of all, since the network ele-
ments are connected forming trees, the number of MTs and
corresponding total coverage area can be increased at a cost
proportional to the logarithm of the number of elements in
the tree. Hence, a single tree can cover vast areas at very low
communication and management costs. Second, since the
trees are connected to each other via a high capacity back-
bone network, many trees can be connected to each other
even if they are sparsely distributed. The use of the back-
bone network maintains the delay between far away trees at
acceptable levels. Hence, it would be possible to cover and
connect countries, or even continents, using a single net-
work while providing mobility and scalable expandability.
Furthermore, having low complexity terminals decreases the
cost of MTs and increases their number within the network.

There exist some similarities between the network archi-
tecture presented here and the mobile ad hoc network archi-
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tectures defined by IETF. The mobile ad hoc networks con-
sist of hosts complex enough to take part in the routing of
packets. The routing problem in mobile ad hoc networks is
being studied in the IETF MANET working group [6]. The
routing protocols for mobile ad hoc networks are outlined
in [3,4], and compared for performance of various parame-
ters. The mobile ad hoc networks and our proposed network
model both assume mobile hosts for communication. How-
ever, there are major architectural differences between these
two models:

• Specialized mobile entities. The elements of our pro-
posed network architecture have specialized capabilities.
The MTs can receive and send information, but, unlike
the nodes of the mobile ad hoc networks, they cannot
route packets. In our architecture, peer-to-peer communi-
cation between a pair of MTs goes through a MBS which
is specifically designed for routing purposes.

• Fixed network. The proposed model here requires a fixed
backbone network with SCs as access points, which is
not present in mobile ad hoc networks. The fixed net-
work reduces the probability of connection interruption
by routing the packets over a reliable, fixed network over
long distances. Fixed networks are not part of the ad hoc
network architectures. The coverage area of wireless ad
hoc networks and the number of participating nodes is
much smaller when compared to the similar measures of
the dynamic wireless network.

• Hierarchical network structure. Our proposed network
architecture has a hierarchical node organization. The hi-
erarchical structure increases the scalability of the com-
munications system. Ad hoc networks do not assume any
kind of node organization. In applications such as mili-
tary operations and emergency situations there is a com-
mand and control chain which can be captured by the
hierarchical architecture proposed here.

• Load balancing with mobility. Finally, none of the previ-
ous work considers load balancing which is expected to
be an important issue in tactical networks in which base
stations may have different processing and storage capa-
bilities. To avoid bottlenecks in the network, the process-
ing and memory overhead must be distributed among the
base stations uniformly. In this work we show how the
mobility of base station can be used to achieve load bal-
ancing.

We believe the existing multihop routing algorithms that
are designed to be used in purely wireless, relatively small
ad hoc networks with uniform node complexity have signifi-
cant drawbacks when applied in dynamic wireless networks
which may not be overcome easily. For example, in a dy-
namic multihop wireless network, only mobile base stations
(MBSs) can communicate with their peers, i.e., with other
MBSs. On the other hand, mobile terminals (MTs) can-
not communicate with other MTs. Thus, the existing multi-
hop routing protocols [2,8,9] may be applicable on the MBS
level. However, they cannot handle the mobility of the MT
because a MT can move from a MBS to any other MBS.

In contrast with the mentioned approaches, we adapt the
model suggested in [1] and consider a distributed database
that organizes the network nodes into trees. Partitioning of
the network nodes and the global state information induces
a virtual network on which the amount of state information
is minimized at the expense of optimal routing. This work
extends the previous work in [1] in several ways. First, we
eliminate flooding from the routing algorithm. As a result,
the amount of control messages is reduced. Second, we en-
hance the protocols to prevent packet loss during the tran-
sient behavior of the protocols. Third, we devise protocols
for load balancing by moving base stations to heavily loaded
areas. Finally, we present an extensive simulation study to
demonstrate the performance of the protocols under various
network conditions.

The remaining portion of this paper is organized as fol-
lows. In section 2, we describe the system model of the
dynamic wireless network and explain the virtual topology
construction. Then, we explain the proposed hierarchical
multihop routing protocol in section 4. In section 5, we
present protocols for location update. In section 6, we dis-
cuss the load balancing issues. In section 7, we investigate
the performance of the proposed algorithm through simula-
tions. Finally, we conclude the paper and point out possible
future research in section 8.

2. The physical network architecture

We assume that the dynamic wireless network consists of
(i) a wired backbone network with an arbitrary topology,
(ii) a collection of fixed switching centers (SCs) that are con-
nected to the backbone nodes, (iii) a collection of mobile
base stations (MBSs) linked to the SCs (although we use the
name “BASE stations”, our so-called “base stations” are mo-
bile, even highly mobile), and (iv) mobile terminals (MTs)
which can communicate with mobile base stations as shown
in figure 1. The physical network architecture is hierarchical
and consists of four levels.

Each switching center (SC) is connected to at least one
backbone node through physical links. Switching centers are
considered to be the access points to the wired high-speed
backbone for long distance communications. We assume
that each backbone node can serve up to S SCs.

Each SC can support at most B mobile base stations us-
ing wireless channel connections. Furthermore, two MBSs
can communicate with each other without going through any
SCs. Note that we assume an underlying mechanism which
assures each MBS can directly communicate with one and
only one SC at any time instance.

Each MBS can support at most T mobile terminals
(MTs). Since the base stations are mobile, they do not have
a well-defined cell structure found in cellular networks. We
call the domain that an MBS serves a virtual cell (VC). The
communication between an MBS and MTs in the same vir-
tual cell are made via broadcast medium. However, no com-
munication among MTs is allowed even if they are in the
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Figure 1. Network model.

same virtual cell. We assume that each MT is supported by
exactly one MBS at any time instance as suggested in [1].
Finally, the union of virtual cells induces a virtual location
area (VLA) which is served by a single SC.

We assume parameters S, B, and T are given. Thus, the
total number of MTs in the system is N = S · B · T . In
the next section, we explain the basic concepts of the new
hierarchical multihop unicast routing protocol.

3. The virtual network architecture

The routing algorithm presented in this paper operates on
a virtual topology which is a distributed database structure.
A pair of MBSs are considered to be adjacent in the virtual
topology if they appear as a next-hop in each others routing
tables. Thus, there is a direct physical link between adjacent
nodes but not every physical link defines adjacency.

3.1. Construction of virtual topology

The virtual topology is constructed in two steps. First, the
MBSs served by a single SC are partitioned into disjoint
subsets. Second, the routing tables of these MBSs that re-
side within the same VLA are organized in a hierarchical
database. We introduce a simple algorithm to construct the
virtual topology. The algorithm partitions the MBSs within
a VLA into disjoint Breadth First Search (BFS) trees [5].
Each tree is rooted at one mobile base station and has three
constraints: (i) the diameter is at most D, (ii) the size is at
most �, and (iii) maximum degree of each node in the BFS
tree is at most d . The objective behind these constraints is as
follows: the diameter bound will be used for routing length,
the size of each tree determines the bounds of the state in-
formation. The degree bound is motivated by the processing

Figure 2. Trees, directories etc.

and memory limitations of a MBS. If a tree violates one of
these constraints it is called a saturated tree. In each VLA,
the following algorithm is invoked only once during the net-
work setup. Therefore, the overhead incurred by this parti-
tion algorithm is negligible.

1. Initially, all MBSs are unmarked.

2. While there is an unmarked MBS do:

(a) choose a root MBS b from the unmarked MBSs to
build a new BFS tree;

(b) expand the BFS tree by adding an unmarked MBS
adjacent to that BFS tree;

(c) REPEAT step 2 UNTIL tree is saturated;

(d) mark all the MBSs in this tree and go to step 2.

We note that the resource requirements of a MBS are
dependent on their location in the tree (i.e., the maximum
requirements occurring at the root nodes). This introduces
asymmetry. As a result only certain MBSs may become a
root. However, this asymmetry can be prevented by choos-
ing the parameters �, D, B and T so that any MBS can
become a root.

3.2. Distribution of routing information

The routing information is distributed to the MBSs in a hier-
archical way as shown in figure 2. The state information at
each node reflects the hierarchy and has the following com-
ponents:

• the ID of its parent node,

• the IDs of the nodes in the subtree below this node (both
MBSs and MTs), and
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• the next node for each node in subtree (i.e., next hop in
path to node).

The objective of storing the routing information in a dis-
tributed database is achieving to limit the location update
overhead. Since the topology information is partial, its up-
date is local. Each switching center (SC) maintains an entry
in each tree and the terminals in its VLA, and can commu-
nicate with each of the root MBSs. The directory size is at
most BT , where B is the maximum number of MBSs in a
VLA, and T is the maximum number of terminals served by
a MBS.

Each MBS in a BFS tree is a unique home to O(T ) mobile
terminals (MTs) residing in its virtual cell. The MBS has to
maintain a directory for these MTs. We call such an MBS as
the home MBS and the corresponding BFS tree as the home
tree of these MTs. Each MBS is capable of communicating
only with their immediate children and their parent.

Each MBS in a BFS tree knows the topology of the sub-
tree rooted under it. Thus, the root MBS of a BFS tree knows
all the MTs covered by the MBSs on this tree. The total di-
rectory size in an MBS is O(T �′ +�′) where T is the max-
imum number of MTs allowed in a virtual cell and �′ is the
size of the subtree under this MBS. Thus, each root MBS has
a directory in the size of O(T � + �).

4. The path finding procedure

In dynamic wireless networks, routing has two compo-
nents: (i) locating the destination MT (location update pro-
cedure), and (ii) finding a feasible path from the source to
the destination (path finding procedure). In this section, we
present a novel path finding procedure which distributes the
complexity and overhead among the MBSs and SCs. The
routing algorithm is based on finding a common predecessor
for the source and destination nodes in the virtual hierarchy.
Let s denote the source and d denote the destination nodes.
We consider the following three cases.

4.1. Case 1: Intra-tree routing – s and d are in the same
tree

In this case, there are two possibilities: source and destina-
tion both reside (i) in the same virtual cell, or (ii) in different
virtual cells. In the first case, they have the same parent
MBS node in the tree. Thus, routing is trivial: s forwards
the packet to its parent which in turn delivers it to t . If s
and t are in different virtual cells, then the packet follows
a path P = {p1

s , p
2
s , . . . , p

k
s | k � D} where pis is the ith

predecessor of s toward the root of the tree and pks is also
a predecessor of destination d . Note that routing provides
the shortest path over the virtual topology, not on the physi-
cal one. For example, if there are two MBSs that are within
communication distance of each other but reside in differ-
ent subtrees, the message must travel up to the first common
node of the two subtrees and then down the other subtree to
the destination. Thus, the cost is O(D).

4.2. Case 2: Inter-tree routing – s and d are in different
trees

Since the information kept in each tree is local to the mem-
bers of that tree, inter-tree routing operations are performed
via the SC that coordinates the roots of the trees in the same
VLA. In the following, we specify the path finding proce-
dure for this case.

1. The parent MBS of the source forwards the packet from
the source MT to the root MBS of its tree.

2. The root MBS of the source tree does not have the infor-
mation about the destination since its knowledge is also
limited to this tree. Thus, it forwards the packet to the
SC. Since the information kept in an SC covers only the
MTs within the LA, we must consider the following two
cases:

Case 2.1. Source and destination are in the different
trees of the same VLA. In this case, the SC has the
routing information and can determine which tree host
the destination d . Thus, the packet is forwarded to the
root MBS of the destination tree. For this case, the
protocol will terminate with steps 1 through 2.1.

Case 2.2. Source and destination are in different VLAs.
The fixed part of the dynamic wireless network plays
an important role in this type of communication. Since
the source and destination may be far away from each
other, it is unreliable and inefficient to solely use mul-
tihop routes as shown in figure 3. Therefore, we utilize
the fixed part of the network to achieve better reliabil-
ity and share the load in the wireless part of the net-
work.

The packet from the sources is routed over the wired-
backbone. In addition to steps 1 and 2, the protocol has
the following steps performed by a SC upon receiving the
packet:

3. Discard the packet if the destination d is not in its VLA
(i.e., if it does not have valid routing information for d).

4. Forward the packet to the root MBS of the destination
tree.

5. Only one root MBS will forward the packet to the desti-
nation MBS which serves as the destination of the packet.
This is true since each root MBS knows all MTs residing
in this tree.

Cost of path finding. In this case, we need two multihop
routes (i.e., source → source root MBS and destination root
MBS → destination) and a unicast between a SC and the
root MBS in its VLA. Therefore, the routing length will be
bounded by at most twice the tree depth plus extra hop from
and to the SC which is O(D).
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Figure 3. Source and destination in different VLAs.

5. The location update procedure

The location update procedure aims to maintain an up-to-
date virtual topology for the path finding operation. Let t
be a MT and let b be its home-MBS in the tree Ti which
is rooted at node ri . Let b′ be the new MBS of the MT t

at the time of update. For simplicity we assume that a
VLA covers a large area. Thus, we analyze MBS or MT
movement within a VLA. There are several applications in
which a VLA is defined based on application specific parti-
tion of the entities. For example, in a digital battlefield oper-
ation [7,10] a VLA may be defined based on the command–
control chain. In this case, the MBSs and the MTs corre-
spond to armored vehicles and foot soldiers, and they usually
stay within their VLA.

We analyze the location update procedure in four cases.

Case 1. t, b, b′ ∈ Ti , i.e., the move is local to the home tree
of the terminal.

Case 2. t, b ∈ Ti and b′ ∈ Tj , where j �= i, i.e., the move
causes a home tree change.

Case 3. Let t, b′ ∈ Ti and b ∈ Tj , where j �= i. Thus,
in this case, the MT t moves to a new VC on the same
home-tree. However, the previous home MBS of t moves
to a different tree.

Case 4. t, b, b′ ∈ Tj . Here both terminal and the home base
move to a new tree.

5.1. Control message format

The location update procedure uses a control message which
is exchanged among network entities during the procedure.
An UPDATE message is a quadruple: 〈type, terminal_ID,

home-MBS_ID, tree_ID〉. The type field is 3 bits. Thus,
there are at most eight types of UPDATE messages. Since
there are at most T mobile terminals in each MBS and B

MBSs in a VLA, the total number of bits, ζ , in an update
message is

ζ = 3 + log T + logB + log

(
B

D

)
. (1)

The field “tree_ID” contains the ID of the root MBS in
that tree. We will now explain how the location update pro-
cedure handles the previously mentioned four cases.

5.2. Case 1: Tranquil home MBS and moving MT are in the
same home-tree

1. Upon moving to a new MBS b′ (i.e., detecting a stronger
MBS), the MT t sends an UPDATE(000, t, b, ri) mes-
sage to b′. The type field of that update message indicates
that it originated from a MT.

2. MT sends an UPDATE(101, t, b′, ri ) message to its old
MBS to inform the old MBS that it is in the process of
moving to a new base station b′.

3. Upon receiving that update message, the new MBS b′
informs the home MBS b of the MT t by sending
TAKEOVER(001, t, b′, ri ). This message indicates this
base is the new parent of the terminal. The TAKEOVER
message will propagate through the old base and update
all the base stations on this path.

4. Upon receiving UPDATE(101, t, b′, ri ) message, the
old MBS marks the mobile as moving by setting a
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flag in its database and waits for the control message
TAKEOVER(001, t, b′, ri ) to come from the new MBS
b′. During the time period that step is executed and the
TAKEOVER message sent from the new base arrives in
b, messages designated to the MT will be stored at the
old MBS b. Thus, the time that the MT is out of reach is
the time required by the mobile to “re-tune” to the new
MBS, typically a small fraction of a second.

5. In this case, since both b and b′ are on the same tree, the
MBS b remains to be the home MBS for the MT t .

Cost. The UPDATE messages are propagated only to
nodes in the delivery path. Thus, the cost of this location
update procedure is the diameter of the tree because the new
MBS b′ needs, at most, that many wireless links to reach the
MBS b.

5.3. Case 2: Tranquil home MBS and moving MT are in
different trees

1. The MT t , upon moving toward a new MBS b′, sends an
UPDATE(000, t, b, ri) message to b′.

2. Upon receiving that update message, b′ compares the
tree_ID field with its tree_ID, e.g., rj , and decides that
the MT is a visitor which comes from a different home-
tree. The MBS b′ makes an entry in its directory for the
MT t and sends to b TAKEOVER(001, t, b′, rj ).

3. MT sends an UPDATE(101, t, b′, rj ) message to its old
MBS to inform the old MBS that it is in the process of
moving.

4. Upon receiving the UPDATE(101, t, b′, rj ) message,
b marks the mobile and waits for TAKEOVER(001, t,
b′, rj ) to come from the new MBS b′.

5. ACK-PHASE: Upon receiving the takeover message, old
base b sends back HANDOVER(011, t, b, ri) message to
the new base b′ and deletes the entry for t in its direc-
tory. Note, in this case the home base of the terminal is
changed.

6. Upon receiving the HANDOVER(011, t, b, ri) message,
all the MBS in the path from the old base b to the new
base b′ update their directories accordingly.

Cost. In addition to the update message sent by MT t , each
takeover request costs 4 messages, b′ → rj → SC → ri →
b, and each handover ACK costs another 4 messages in a
reverse order. Thus, the reliable protocol is expensive. How-
ever, it may be argued that the ACK phase can be dropped
(as we did in the simulations).

5.4. Case 3: Moving home-MBS and MT in different
home-trees

There are three questions related to the mobility of a MBS:
(1) how does a MBS decide which tree it belongs to after it

moves, (2) what happens to the MTs that it was serving, and
(3) if the MBS moves to a different tree than its home-tree,
how does it get inserted to the new tree?

In the following we address these issues.

1. The moving MBS b broadcasts an UPDATE(100,
NULL, b, ri) message whenever it suspects that its con-
nection to the associated BFS tree is no longer valid.

2. MT sends an UPDATE(101, t,NULL,NULL) message
to its old MBS to inform the old MBS that it is in the
process of moving but does not yet know its virtual lo-
cation (i.e., tree and parent ID).

3. Each adjacent MBS b′ on tree rooted at rj (note that it
is possible that i = j ) that hears this message, broad-
casts the UPDATE(110, b′, b, rj ) message. Note that
the MBS b′ copies its ID to the NULL (empty) field in
the update message received from b.

4. Upon receiving the UPDATE(110, b′, b, rj ) message
sent by b′, the moving MBS b uniquely identifies that
this message is directed to itself (this is important if mul-
tiple MBSs change their home trees).

5. Note that the moving MBS b may receive some UP-
DATE(110, b′, b, ri )messages and some UPDATE(110,
b′, b, rj ) messages. The question is how it decides
which tree it belongs to. The moving MBS b makes
the decision by applying the majority function to these
messages. If the numbers of two update messages are
the same, then the moving MBS b randomly selects its
new home tree.

6. After deciding which tree it belongs to, the moving
MBS b chooses one MBS as its parent in the tree
rooted at rj . There are several ways of choosing
the parent. The simplest one is to choose a MBS
with the minimum ID (among the MBSs which sent
the UPDATE(110, b′, b, rj ) message). In another ap-
proach, the MB can request from the root of the new tree
that the MBS to listen in order to maintain the bound on
the virtual tree diameter1. The moving MBS b further
informs its new parent MBS b′ of this decision by send-
ing UPDATE(111, b′, b, ri ).

7. Upon receiving UPDATE(111, b′, b, ri) message, the
MBS b′ forwards this message to the root rj if i �= j .
Root rj informs all MBSs in the tree Tj .

8. Root rj also informs root ri via the switching center.

9. Root ri informs all MBSs on tree Ti about the topology
change. (We omit the maintenance of the tree, since it is
a well-studied problem.)

10. Regarding the MTs that the moving MBS b used to
serve (i.e., the orphans), we assume that these MTs are
distributed among the neighboring cells. We consider

1 In the simulations we took the later approach and attached the mobile
MBS closer to the root to obtain minimum diameter.
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two approaches for handling the orphans. In the first ap-
proach the an orphan is assigned to a new parent. For
example, a tranquil MT previously served by b may ini-
tiate a location update procedure as explained in case 1.
However, the root MBS ri intercepts the message sent
by the new MBS b′ to the old MBS b (case 1, step 2)
and assigns b′ to the new home MBS of that tranquil
MT. In the second approach, the orphan determines it-
self based on the signal strength. Note that a (logical)
move of the MBS does not necessarily correspond to a
significant physical move. Thus, the MTs may remain
connected to the (logically) moving MBS when it moves
between locations within the network.

Cost. In this case, the moving MBS b initiates the location
update procedure by sending a broadcast message. As we
described, it receives O(�) replies from its adjacent MBSs
which hears its update message. The moving MBS b then
sends a message to its new parent MBS b′ which in turn,
sends another message to its root, rj . The root MBS rj is
then required to inform the old root MBS ri about the depar-
ture of the moving MBS b. Finally, all MBSs on both the
old and new home trees of the moving MBS b are informed
and updated by O(�) messages. Thus, the total number of
messages in this case is still O(�).

5.5. Case 4: Moving home MBS and MT in the same new
home tree

The location update procedure for this case is very similar to
that for case 3. However, since the home MBS and MT move
to the same new home tree, the location update procedure
will be transparent to MT t . In other words, in case 3, the
MTs previously served by the moving MBS may need to
initiate a location update procedure as explained in case 1
while it is not necessary in this case.

Note that in all four cases discussed above, the loca-
tion update procedure never required network-wise broad-
cast. All the location updates are achieved by modifying the
corresponding entries in the distributed databases of the ad-
jacent network entities. Due to this desirable characteristic,
the distributed databases converge very quickly in response
to network topology changes. In other words, the new hi-
erarchical multihop routing protocol can accommodate this
very high mobility.

6. Load balancing using mobile base stations

As the MTs move from one virtual cell to another, the prop-
erties of the virtual topology (i.e., the diameter and the size
of the BFS trees) may be violated. As a result, the number
of MTs that a MBS serves may increase to cause asymmetry
in the load distribution. Unbalanced load will cause some
base stations to bottleneck and overall system performance
will degrade. In the extreme case if the number of MTs in a
virtual cell exceeds the constant T , then there will be service
blocking.

There are two types of resources allocated to each base
station: a fixed amount of bandwidth, and buffers. A packet
drop occurs if a node runs out of its resources. Thus, the
number of terminals a base station serves impacts the per-
formance of the system.

Let us define an upper and a lower bound on the num-
ber m of MTs that a MBS can serve (denoted by UB and
LB, respectively). In order to keep packet dropping be-
low a desired level following inequality must be ensured:
T � UB � m � LB. A base station is overloaded if
T � m � UB, and it is underloaded if m � LB. For exam-
ple, in the simulations (see figures 13 and 14 in section 7),
we set LB = 10 and UB = 15 to ensure a specific bound on
the packet dropping.

In this section, we suggest a load balancing algorithm
which capitalizes on the mobility of the base stations. Our
algorithm is based on linking the motion of MBSs to the spa-
tial distribution of the MTs. In other words, we suggest to
move additional base stations into the crowded virtual cells
so that T � UB � m � LB is maintained across the net-
work. The main constraint is to ensure that no MTs of an
underloaded base station will be dropped due the mobility
for load balancing. This is necessary to prevent oscillation
in the protocol.

The load balancing algorithm used to control the motions
of the MBSs is independently layered on top of the rout-
ing and network updating protocols. These algorithms are
only necessary in systems where the network functions au-
tonomously. We consider two protocols for load balancing
of the MBSs: a distributed, and a centralized one.

6.1. The distributed protocol

Let δ denote the distance that an underloaded MBS can move
without dropping the MTs that it is serving. Note that this
property depends on the location of furthest MT that it is
serving. Thus, δ can be determined as a function of physical
limitations, e.g., signal power.

In the distributed protocol an overloaded MBS (denoted
by b) broadcasts a control message (e.g., SOS signal which
contains the ID of this base station in addition to its tree_ID)
which can be answered by any underloaded MBS that re-
ceives it. Upon receiving such a signal an underloaded
MBS (denoted by b′) estimates if b is within distance δ.
We consider two cases: (i) the stronger signal received due
to the movement of b′, initiates an update procedure, and
(ii) a forced update is needed to take over some of the ter-
minals of b. The former case can be handled using the pro-
tocols in section 5. The latter one requires exchange of ad-
ditional control messages between b and b′ to identify the
terminals to be handed over. Once the terminals identified
protocols in section 5 can be used for takeover.

If an underloaded MBS receives multiple SOS signals,
then it randomly chooses one target MBS that it can assist
within distance δ. As a function of the maximum search
area, it is possible to significantly increase the performance
of the network as will be shown by the simulations.
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6.2. The centralized algorithm

Here the SC must take an active role in directing the motion
of the MBSs. The SC maintains a list of all MBSs, their
load and (physical) location by using a global positioning
system GPS. Periodically, the SC determines overloaded and
underloaded MBSs. It runs an algorithm to determine the
assignment of underloaded base stations to the overloaded
ones as follows.

Let O and U denote the set of overloaded and under-
loaded MBSs, respectively. We construct a directed bipartite
graph G = (O,U,E) with edge set E such that there is a
link e = 〈i, j 〉 from i ∈ O to j ∈ U if

(1) distance between i and j is at most δ and

(2) the weight wi,j = mi−mj > 0, wheremi is the number
of MT served by MBS i.

The centralized algorithm is iterative and at each itera-
tion it solves maximum weight matching problem on G in
time O(n3 logn) using the standard techniques. At the end
of each iteration k, a new bipartite graph Gk+1 is obtained
for the next iteration as follows:

(i) the edges that are taken by the matchingMk are removed
from the graph Gk ,

(ii) weights of the remaining edges incident to node i ∈ O

are readjusted by subtracting the weight of the edge that
matches i to some node j ∈ U . The algorithm stops
when there is no connected component left in the graph.

Let Ai = {j | ∃Mk found by the algorithm s.t. edge
〈i, j 〉 ∈ Mk} where i ∈ O and j ∈ U . Thus, set Ai con-
tains the IDs of the MBs that are assigned to move closer to
overloaded node i.

7. Performance evaluation

7.1. Simulation model

This section introduces a simulation study to verify the pro-
posed routing protocols and measure their performance. The
performance measures of interest are (i) the percentage of
the offered load that was dropped, and (ii) the delay. The net-
work traffic is generated. Each MT creates a message with
probability P . The length of each message is determined
randomly and uniformly between minimum and maximum
allowed length. The messages are then broken down into
packets for transmission. The destination for each message
is a randomly and uniformly selected among the MT in the
network. In the simulations, we maintain a distributed data-
base, pass messages between the nodes, and allow the nodes
to move independently. Each node maintains a portion of the
database based on the content of the received control mes-
sage.

Figure 4. Dropped packet rate versus MT mobility.

Figure 5. Dropped packet rate versus mobility of the MBSs (limited asym-
metry in the network).

7.2. Packet loss as a function of mobility and resource
allocation

One of the aims of the simulation study is to capture the re-
lation between mobility and resource increase. Intuitively,
as the mobility increases, the amount of resources to support
mobility will also increase. Thus, we define min-set as the
amount of resources (bandwidth and buffers) that each sta-
tionary BS needs for routing. We use the min-set as a basis
for comparison for the impacts of changing parameters in
the simulation.

We consider a network with 4 VLAs, 28 MBSs and 112
MTs. In figures 4 and 5, we show the percent of packet
losses as a function of (i) the mobility of the MTs, and (ii)
resource allocation to MBSs. The resources are normalized
to those required for the min-set case where the MTs and
MBSs were all stationary.

MT Mobility. In figure 4, we consider the MT mobility of
60 Distance Unit/Time Step (DU/TS) which corresponds
to approximately 9,000–10,000 MT moves between MBSs
during the 5000 step simulations (i.e., each of the MTs
moved 80 times during the simulation).

The main point in figure 4 is that packet dropping can be
avoided by providing 1.5 times of the min-set resources. In
other words, the resource requirements due to mobility is 1.5
times the stationary case.

MBS Mobility. When the mobility of the MBSs is added
into the simulation, the conclusions are essentially un-
changed. For this set of simulation runs, the MBSs were set
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Figure 6. Delay through network as a function of network topology when
the MBSs are fixed. MBSs at a particular level in the network were given a

fixed amount of bandwidth.

to move so as to minimize the average distance to the MTs
that it serves (rather than a pure random motion). Again,
the number of MTs that each MBS was allowed to service
was limited in order to limit the asymmetry in the network.
Figure 5 shows the dropped packet rate as a function of the
mobility of the MBSs. In these runs, the mobility of the
MTs was fixed at 20 DU/TS. As can be seen from figure 5,
the rate of dropped packets was due entirely to the amount
of resources that were allocated.

At the 60 DU/TS rate, a MT could make it completely
through a MBS’s serving area in only 10–12 time steps. This
indicates that the rates of motion of the MTs and MBSs in
the simulation runs were much higher than might be seen in
an actual system. The reason for the high rates in the simula-
tions is to prove the robustness of the protocols. Simulation
results shown in figures 7 and 8 illustrate that the underlying
protocols are properly delivering messages and updating the
network.

7.3. The performance as a function of virtual topology and
traffic patterns virtual topology

To study the network topology effects on performance, we
utilize a network with 2 VLAs, 64 MBSs and 640 MTs. Ini-
tially, each MBS had 10 MTs communicating with it. Within
a VLA, the network was setup with three different topolo-
gies:

• 2 root MBSs (i.e., 2 trees) each with trees 4 levels deep,

• 4 root MBSs each with trees 3 levels deep,

• 8 root MBSs each with trees 2 levels deep.

Traffic pattern. Two traffic distributions were used in the
simulation: (1) homogeneous uniform destination, and
(2) heterogeneous uniform destination distribution. In the
homogeneous case, the MT randomly chooses a destination

Figure 7. Delay through the network when the MBSs are allowed to move.
The motion of the MBSs was set to have a probability of occurring during
a time step of 0.5. When the MBSs do move, they move 10 distance units.

Figure 8. Number of control messages required as a function of the MT
mobility. MBS mobility was fixed at a probability of 0.5 of moving 10 DU

each time step.

for a message from among the entire population of MTs. In
the heterogeneous case, a MT generates a message and sends
it with probability P1 to another MT which is communicat-
ing with its own MBS, with probability P2 that is in its own
tree, and with probability P3 with a random MT.

Figure 6 shows the number of hops required for the per-
formance of the three network topologies when the MBSs
were restricted from moving. The data rate allocated to each
of the MBSs was based on their layer in the network. More
resources were allocated to MBSs that are higher in the net-
work. Since the 8 root case had more MBSs higher in the
network than the 2 root case, the 8 root case had a larger to-
tal data rate available to it in comparison to the 2 root case.

Figure 7 shows the delay through the network as a func-
tion of the MT mobility when the MBS moves with prob-
ability 0.5 and at a rate of 10 distance units per time step
(DU/TS). Note that the performance of the network actu-
ally improved when the MBSs were allowed to move for the
cases of 4 and 2 roots, respectively. For these cases, as the
MBSs move, they tend to reconnect to the network at higher
levels, thereby reducing the mean distance a message has to
travel to get to the target MBS.

The number of control messages that were required to
keep the network routing information up to date for three
network topologies is shown in figure 8. We see that the
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Figure 9. Average number of hops for message delivery as a function of
MBS mobility for a network with 4 trees each with diameter 4.

Figure 10. Average delay through the network for the case where the mes-
saging is dominated by local traffic. For this plot, it was assumed that 60%

of the traffic would remain within the tree of the sending MT.

2 root topology requires the least number of control mes-
sages to remain up to date. In fact, the number of control
messages increases with decreasing depth of the trees. How-
ever, although the number of control messages decreases,
the number of total hops required for the control messages
increases. As an example, when the mobility of the MTs
was 160 DU/TS, the total number of hops required for the
2 root case (64,800 control messages) was 514,400. How-
ever, for the 8 root case (85,800 control messages), it was
only 477,000. So, although the number of control messages
was less, the total cost (total number of hops) was more.

Figure 9 shows the effect on the average number of hops
required to deliver a message as a function of the mobility
of the MBSs for the 4 root by 3 deep topology. As shown
in figure 2, the MBS motion increases as the average num-
ber of hops required to deliver a message decreases. This is
due to the maintenance of the virtual topology. As the MBS
motion increases, tree depths decrease since the new MBSs
are attached closer to the root. The decrease in the number
of hops levels off as figure 9 indicates (around 30 DU/TS).

As noted earlier, a second traffic model was also ana-
lyzed. For the local traffic model case, it was assumed that
of the traffic that the MT generated, 60% would remain in its
own tree with the other 40% randomly distributed amongst
all of the MTs (including those in its own tree). Figure 10
shows the average delay through the network as a function of

Figure 11. Dropped packet rate vs rate of motion of the MTs with no limit
on network asymmetry, random motion of the MTs and MBSs.

the mobility of the MTs (MBS mobility was fixed at P = 0.5
of 10 DU/TS motion). The delays through the network for
these cases were lower than the homogeneous destination
case.

7.4. The performance as a function of load balancing

Here we compare the performance of our load balancing pro-
tocols on a network with 2 VLAs, 32 MBSs and 320 MTs.
In our simulations, we set LB = 10 and UB = 15. Figure 11
shows the performance of the network if no load balancing
protocol is employed. In figure 11, the dropped packet rate
has increased as a result of the dropping of the MBS load-
ing restriction. When the motion of the MTs is random (as
was the case for this simulation), the probability indicates
that the MTs will remain relatively spread out in the service
area. Because of this, the uneven loading on the MBSs is
unlikely to become extremely unbalanced. If the conditions
of the simulation are changed so that the MTs now have a
direction to their motion, the results are dramatically differ-
ent. To simulate a case where the motion of the MTs are
coordinated (as might be the case for military action, for ex-
ample), 50% of the MTs moved in a directed fashion. That
is, they were directed at different times in the simulation to
move to specific areas of the service area. As might be ex-
pected under such a case, the dropped packet rate sharply
increases when there is no attempt to balance the load on the
MBSs. To handle these problems, the algorithms presented
in section 5 were used to direct the motion of the MBS to
help load balance the network. Figure 12 shows the results
when the distributed algorithm was used versus no load bal-
ancing. The performance of the network with the addition
of the distributed algorithm, outperforms the case where no
attempt is made to load balance the network.

Upon examining the output of the simulation, it becomes
apparent that the dropped packets occur in bursts (clusters).
Because the motion of the MBSs is a reaction to the motion
of the MTs, the area of the network in which the MTs start
to cluster becomes overloaded until more MBSs can arrive.
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Figure 12. Comparison of the performance of the network for directed MT
motion with no restrictions on network asymmetry with random MBS mo-
tion and a distributed algorithm to direct the MBS motion. The steeper

curve is the case without load balancing.

Figure 13. Dropped packets as a function of time for random MBS motion
and directed MBS motion. Mobility rate was 80 DU/TS for MBSs and
MTs. The top curve is the total packets offered to the network, the middle
curve is the lost packet rate with no balancing, the bottom curve is the lost

packet rate with the distributed balancing algorithm.

Once the extra MBSs have arrived, the load becomes
more balanced and the dropped packet rate is reduced. How-
ever, the packet rate does not go back to zero. Figure 13
shows the dropped packets as a function of time for the cases
where the MBSs were allowed to move randomly and when
they moved to balance the load. The mobility rate for the
plot was 80 DU/TS for the MTs and the MBSs.

When a centralized algorithm was used for load balanc-
ing, the performance of the network improved further. We
used a simpler implementation of the protocol presented in
section 6.2 for the centralized load balancing. In this greedy
approach a SC chooses one pair of overloaded and under-
loaded base stations from O , and U sets one at a time for
best-fit. Figure 14 shows the lost packets versus time for the
centralized approach.

The centralized algorithm outperformed the distributed
one, as can be seen from the figures. The distributed al-
gorithm reduced the lost packet rate from approximately
60% (with no load balancing) to less than 9%. The cen-

Figure 14. Lost packets versus time for the centralized load balancing al-
gorithm. Conditions were the same as for figure 16 with the distributed

algorithm.

tralized algorithm reduced the lost packet rate down to ap-
proximately 6%.

8. Conclusions

A new multihop routing algorithm for dynamic wireless net-
works is introduced in this paper. The routing algorithm op-
erates on a virtual topology which is realized by a distributed
database for the routing information.

The virtual topology concept partitions the mobile base
stations (MBSs) of a virtual location area (VLA) into multi-
ple virtual trees. A message originated from a source mobile
terminal (MT) is transmitted to its destination via these vir-
tual trees and possibly the fixed network. The virtual topol-
ogy controls and limits the routing information used by the
network entities. The updates required in the routing tables,
due to MBS and MT mobility, are not propagated over the
entire network and are localized within VLAs. Furthermore,
the hierarchical structure of the proposed algorithm effec-
tively shares the load on the multihop links with the fixed
network.
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