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Abstract. In this paper new paging schemes are presented for locating mobile users in wireless networks. Paging costs and delay bounds
are considered since paging costs are associated with bandwidth utilization and delay bounds influence call setup time. In general, location
tracking schemes require intensive computation to search for a mobile terminal in current PCS networks. To reduce the paging costs,
three new paging schemes, reverse, semi-reverse and uniform, are introduced to provide a simple way of partitioning the service areas
and decrease the paging costs based on each mobile terminal’s location probability distribution. Numerical results demonstrate that our
approaches significantly reduce the paging costs for various probability distributions such as uniform, truncated discrete Gaussian, and
irregular distributions.
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1. Introduction

In current personal communication service (PCS) systems,
location update and paging are two fundamental operations
for locating a mobile terminal (MT). As the demand for
wireless services grows rapidly, the signaling traffic caused
by location update and paging increases accordingly, which
consumes limited available radio resources. Location update
is concerned with the reporting of the current locations of the
MTs. In a paging process, the system searches for the MT by
sending poll messages to the cells close to the last reported
location of the MT at the arrival of an incoming call. De-
lays and costs are two key factors in the paging issue. Of
the two factors, paging delay is very important as the quality
of service (QoS) requirement for multimedia services. Pag-
ing cost, which is measured in terms of cells to be polled
before the called MT is found, is related to the efficiency of
bandwidth utilization and should be minimized under delay
bound [3,5].

In this paper we focus on the paging problem, that is, to
reduce the paging costs under delay bound. According to
the current GSM and IS-41 protocols being used in paging
process, paging is accomplished through a broadcast or one-
step procedure [10,14,19]. Each service area is divided into
many location areas (LAs) or registration areas (RAs) in IS-
41 system; and each LA consists of a number of cells. An
MT registers to the wireless system whenever it enters a new
LA so that the system is always aware of the current location
of an MT. When an incoming call arrives, the paging process
is triggered; thus, the mobile switching center (MSC) broad-
casts the paging request to all cells in an LA to find the called
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MT. Under this broadcast paging scheme, the paging delay
is minimal since there is only one polling cycle required to
find the called MT and all cells within the LA receive the
paging request simultaneously. A polling cycle is the round
trip time from when a paging message is sent until the re-
sponse is received. However, the cost of this paging scheme
is high and the utilization of bandwidth is low since all cells
in the LA are searched, which consumes a large amount of
radio resources.

To improve the efficiency of bandwidth utilization, many
paging schemes [6,12,14,18] have been proposed to reduce
the paging cost based on location probability which can be
computed using different methods. The location probability
is determined by many factors such as mobility model, call-
ing pattern, and so on. Many tracking schemes are designed
to predict the cell location probability and estimate the next
location of MT’s movement accurately [1,7,12]. Therefore,
it is reasonable to develop paging schemes based on given
location probability and to compare the paging schemes
over similar parameters [15]. A selective paging scheme is
proposed to map the cells within an LA into a probability
line [1]. In this scheme, the LAs are divided into several
sub-areas (called partitions) and each sub-area consists of a
cluster of cells. These sub-areas are searched in decreasing
order of probabilities. In [16], the paging areas are estimated
through the semi-real time mobility pattern of each MT, and
the location probability is assumed to be a uniform distribu-
tion. An alternative paging zone partition is presented in [10]
in which the LAs are partitioned into optimal paging zones
based on an MT’s mobility pattern and location probability.
According to this scheme, individual MT’s mobility pattern
is recorded for partitioning LAs. Then the LA is further di-
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vided into multiple paging zones by a genetic algorithm to
obtain the optimal paging cost.

Furthermore, multi-step paging schemes are suggested
to satisfy the delay bound while reducing the paging costs
[1,2,9,15]. In each step, a subset of LA called paging area
(PA) is searched in one polling cycle. The paging de-
lay could then be represented by the number of required
polling cycles; in other words, the number of PAs need to be
searched before the called MT is found. On the condition of
delay bound, the minimization of paging costs necessitates
the problem of how to partition an LA into PAs. However,
it has been proved that the partition of PAs subject to delay
constraint is an NP-complete problem and involves complex
and time-consuming computation when an LA is very large
[1,15]. In [4], it is assumed that the MTs are able to ini-
tiate location update messages only in specific cells called
reporting cells. The paging delay is guaranteed by limiting
the neighboring cells around the reporting cells. The mini-
mization of paging costs depends on the optimal design of
reporting cells based on the geometric characteristics of the
overall system. A highest-probability-first (HPF) scheme is
introduced in which the sequential polling is performed in
decreasing order of probabilities to minimize the mean num-
ber of cells being searched [15]. The delay constraint is con-
sidered as a weighted function in determining the minimum
paging cost. This paper illustrates that the paging cost can
be minimized by appropriate grouping of cells in paging ar-
eas. Nevertheless, to find the optimal delay weighted factor,
an analogous or correspondent continuous probability den-
sity function for a discrete probability distribution must be
found. This is not a trivial problem because it is very dif-
ficult to find a continuous probability density function for
irregular discrete location probability distribution.

In this paper, we present three feasible methods for divid-
ing an LA into paging areas. They are easy to implement and
are applicable to both regular and irregular location proba-
bility distributions. The rest of this paper is organized as
follows: In section 2, we describe the problem formulation
in which the paging delay bound is taken into account. In
section 3, three paging schemes are presented. The details
of partition procedure, paging costs, and average delays are
also described in this section. We demonstrate numerical
results over various location probability distributions in sec-
tion 4 and conclude the paper in section 5.

2. System model

We assume that each LA consists of the same number N of
cells in the system. The worst-case paging delay is consid-
ered as delay bound, D, in terms of polling cycle. When D
is equal to 1, the system should find the called MT in one
polling cycle, requiring all cells within the LA to be polled
simultaneously. The paging cost, C, which is the number of
cells polled to find the called MT, is equal to N . In this case,
the average paging delay is at its least, which is one polling
cycle, and the average paging cost is at its highest, C = N .

Figure 1. Partition a location area (LA) into paging areas (PA) under delay
bound, D.

On the other hand, when D is equal to N , the system will
poll one cell in each polling cycle and search all cells one
by one. Thus, the worst-case occurs when the called MT is
found in the last polling cycle, which means the paging delay
would be at its maximum and equal to be N polling cycles
[17]. However, the average paging cost may be minimized if
the cells are searched in decreasing order of location proba-
bilities [15].

We consider the partition of PAs given that 1 � D � N ,
which requires grouping cells within an LA into the smaller
PAs under delay bound D. Suppose, at a given time, the
initial state P is defined as P = [p1, p2, . . . , pj . . . , pN ],
where pj is the location probability of j th cell to be searched
in decreasing order of probability. Thus the time effect is
reflected in the location probability distribution. We use
triplets PA∗

P (i, qi , ni) to denote the PAs under the paging
scheme P in which i is the sequence number of the PA;
qi is the location probability that the called MT can be found
within the ith PA and ni is the number of cells contained in
this PA. In figure 1, an LA is divided into D PAs because the
delay bound is assumed to be D. Thus, the worst case delay
is guaranteed to be D polling cycles. The system searches
the PAs one after another until the called MT is found.

Accordingly, the location probability qi of the ith PA is

qi =
∑

j∈PA∗(i)
pj . (1)

If the called MT is found in the ith PA, the average paging
cost under delay bound D, E[C(D)], is computed as fol-
lows:

E
[
C(D)

] =
D∑

i=1

qi

i∑
k=1

nk, (2)

and the average delay, E[D(D)], is

E
[
D(D)

] =
D∑

i=1

iqi. (3)

The location probability distributions of the MTs, can be
obtained in many ways [1,10–13]. Basically, there are three
methods being used to find the probabilities.

• Geographical computation. First, each cell in the service
area of a wireless system is represented by a unique two-
dimensional coordinate [1,11]. Then the position of an
MT can be mapped to the cell in which it is residing and
the movement of the MT is measured by the number of
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cells it traversed. Based on the MT’s velocity and its po-
sition, the future position of this MT can be estimated in
terms of location probabilities in the surrounding coordi-
nates.

• Empirical data. Each MT’s mobility pattern can be col-
lected during its movement [13]. For example, the user
profiles can be determined by a three dimensional obser-
vation such as the time in a day, day in a week, and the
geographical location [10]. The simplest method is as
follows. Let the total number of records of an MT in a
specific time be n. Of these records, the numbers of vis-
iting each cell are x1, x2, . . . , xn. Then the location prob-
ability of an MT in each cell can be induced accordingly,
e.g., the probability of the MT in the first cell is x1/n and
so on.

• Mathematical models. As in many literature, the location
probability can be obtained by using mathematical mod-
els. The most common used models are random-walk,
fluid-flow, and semi-Markov models [11,12]. Random-
walk model is well suited for pedestrian movement while
fluid-flow and semi-Markov models can be used for de-
scribing the vehicular users. Moreover, the combination
of these models may be used for analyzing some users
with regular behaviors [8].

3. Paging schemes for reducing the paging costs

In this section, we present three paging schemes: reverse,
semi-reverse and uniform paging to reduce the average pag-
ing costs for different location probability distributions.

3.1. Reverse paging

This scheme is designed for a situation where the called MT
is most probable to be found in a few cells. We consider the
first (D − 1) highest probability cells as the first (D − 1)

PAs to be searched. Each of these (D − 1) PAs consists of
only one cell. We then lump the remaining (N − D + 1)

lower probability cells to be the last PA, i.e., the Dth PA.
The new formed PAs become PA∗

r (1, p1, 1), PA∗
r (2, p2, 1),

. . . , PA∗
r (D − 1, pD−1, 1), PA∗

r (D, qD, N − D + 1), where
r denotes the reverse paging scheme. The average paging
cost, E[Cr(D)], is computed from

E
[
Cr(D)

] =
D−1∑
j=1

jpj + N

N∑
j=D

pj , (4)

and the average delay, E[Dr(D)], is obtained from:

E
[
Dr(D)

] =
D−1∑
j=1

jpj + D
N∑

j=D
pj . (5)

3.2. Semi-reverse paging

Since the average paging cost can be minimized by search-
ing cells in decreasing order of location probability if a delay

bound D is not applied [15], intuitively, we examine that the
paging cost can be reduced by searching the PAs in decreas-
ing order of probability. Under semi-reverse paging scheme,
a set of PAs is created in a non-increasing order of location
probabilities.

We first combine the two cells with the lowest loca-
tion probabilities into one PA, then reorder all PAs in non-
increasing order of location probabilities. We keep combin-
ing the two lowest probabilities PAs and reordering them un-
til the total number of PAs is equal to D. If two PAs have the
same probability, the PA with fewer cells has higher priority,
i.e., its sequence number is smaller. As a result, the average
paging cost, E[Cs(D))], is:

E
[
Cs(D)

] =
D∑

i=1

siqi

= q1n1 + q2(n1 + n2) + · · · + qDN, (6)

where qi is the summation of the location probabilities of
cells in PA∗(i, qi, ni) as in (1), and si is the cumulated num-
ber of cells for finding the called MT and is calculated from
si = ∑i

k=1 nk . The average delay, E[Ds(D)], is computed
from:

E
[
Ds(D)

] =
D∑

i=1

iqi. (7)

Semi-reverse paging scheme guarantees that the location
probability of each PA is in a non-increasing order. However,
the cell with lower probability may be searched before the
cell with higher probability because the initial sequence of
the cells is reordered during the semi-reverse paging proce-
dure. Consequently, the paging costs may not be minimized.
To minimize the paging costs, we introduce the following
uniform paging scheme in which the reordering problem is
avoided.

3.3. Uniform paging

Under this scheme the LA is partitioned into a series of PAs
in such a way that all PAs consist of approximately the same
number of cells. With the same denotations as for the pre-
vious two schemes, the uniform paging procedure is as fol-
lows:

• Calculate the number of cells in each PA as

n0 =
⌊

N

D

⌋
, (8)

where N = n0D + k.

• Determine a series of PAs as PA∗
u(1, q1, n1), PA∗

u(2,

q2, n2), . . . , PA∗
u(D, qD, nD). Note that there are n0

cells in each of the first (D − k) PAs and there are
n0 + 1 cells in each of the remaining k PAs. This means
n1 = n2 = · · · = nD−k = n0, and nD−k+1 = · · · =
nD = n0 + 1. For example, the first PA consists of n0
cells and the last PA, i.e., Dth PA, consists of n0 +1 cells.
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• The network polls one PA after another sequentially until
the called MT is found.

According to this procedure, for 1 � i � D − k,
PA∗

u(i, qi , ni) consists of n0 cells ranging from the [(i −
1)n0 + 1]th cell to the [n0i]th cell as in the initial paging
sequence. If D − k + 1 � i � D, the ith PA is composed of
n0 +1 cells ranging from the [i(n0+1)−n0−(D−k)]th cell
to the [i(n0 + 1) − (D − k)]th cell. Therefore, the location
probability of PA∗

u(i, qi, ni), qi , is obtained by

qi =




n0i∑
j=(i−1)n0+1

pj , 1 � i � D − k,

j=i(n0+1)−(D−k)∑
j=i(n0+1)−n0−(D−k)

pj , D − k + 1 � i � D.

(9)
Finally, the average paging cost, E[Cu(D)], is calculated

from

E
[
Cu(D)

] =
D−k∑
i=1

iqin0 +
D∑

i=D−k+1

[
i(n0 + 1)− (D− k)

]
qi,

(10)

Table 1
The initial location probabilities.

Page area Sequence number j Location probability pj Number of cells

PA1 1 0.3 1
PA2 2 0.2 1
PA3 3 0.15 1
PA4 4 0.10 1
PA5 5 0.05 1
PA6 6 0.05 1
PA7 7 0.05 1
PA8 8 0.05 1
PA9 9 0.03 1
PA10 10 0.03 1

and the average delay, E[Du(D)], can be obtained by sub-
stituting (9) into (7).

3.4. Example

Supposing that there are N = 10 cells in an LA, and the
probability that an MT resides in each cell is given in ta-
ble 1. The delay bound D is 4 polling cycles. In figure 2(a),
the initial cell sequence is shown in decreasing order of prob-
abilities.

If we do not apply delay constraint, each cell is equiv-
alent to a PA. The system searches one cell in one polling
cycle. The worst case paging delay is the maximum number
of polling cycles for finding the called MT, corresponding to
10 polling cycles because there are 10 cells within the LA
for this example. The average paging cost, Cmin, and the
average delay, Dmax, are calculated as [15]:

Cmin =
10∑

j=1

jpj = 3.34 and Dmax =
10∑

j=1

jpj = 3.34.

(11)
This is the theoretical result of minimum average paging cost
and maximum average delay. For the broadcast scheme [10,
14,19], the average paging cost, Cmax, is maximum and the
average delay, Dmin, is minimum:

Cmax = 10 and Dmin = 1. (12)

As described in section 3.1, the procedure of reverse pag-
ing is shown in figure 2(b). We let the first (D − 1) = 3
highest probability cells to be the first three PAs, which are
PA∗

r (i, 0.3, 1), PA∗
r (2, 0.2, 1) and PA∗

r (3, 0.15, 1). Then, we
merge the remaining (N −D+ 1) = 7 cells to be the 4th PA

Figure 2. The average paging cost under delay bound D using reverse paging.
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Figure 3. The average paging cost under delay bound D using semi-reverse paging.

which is PA∗
r (4, 0.35, 7). The average paging cost and the

average delay are calculated using (4) and (5), respectively:

E
[
Cr(D)

] =
3∑

j=1

jpj + 10
10∑

j=4

pj = 4.65 (13)

and

E
[
Dr(D)

] =
3∑

j=1

jpj + 4
10∑

j=4

pj = 2.55. (14)

As shown in figure 3, under semi-reverse paging, the two
lowest probability cells are combined as a new PA with lo-
cation probability of (0.03 + 0.03 = 0.06). Then we re-
order the PAs in a decreasing order of probability. On the
third row in figure 3, the new PA is moved to the front of all
PAs with probability less than 0.06. We keep repeating this
procedure until D PAs are acquired. After all, the PAs are
created as PA∗

s (1, 0.3, 1), PA∗
s (2, 0.3, 5), PA∗

s (3, 0.2, 1) and
PA∗

s (4, 0.2, 3).
The average paging cost and average delay are then cal-

culated using (6) and (7):

E
[
Cs(D)

] =
4∑

i=1

siqi = 5.5,

(15)

E
[
Ds(D)

] =
4∑

i=1

iqi = 2.3.

It is obvious that the PAs are organized in a non-
increasing order of the probability under semi-reverse pag-

ing scheme. However, the average paging cost is larger
than the cost we obtained from reverse paging scheme.
This is induced by searching the PAs with more cells prior
to searching the PAs with less cells, i.e., some cells with
lower probability are searched before the cells with higher
probability. For example, PA∗

s (2, 0.3, 5) is searched before
PA∗

s (3, 0.2, 1) and the 9th and 10th cells are searched before
the second cell in the initial sequence. This problem can be
eliminated in the uniform paging scheme.

The procedure of uniform paging scheme is shown in fig-
ure 4. First, we calculate n0 = 
10/4� = 2 and k =
(N − n0D) = 2. Then each of the first (D − k) = 2
PAs consists of n0 = 2 cells and each of the remaining
k = 2 PAs consists of (n0 + 1) = 3 cells. Accordingly, the
PAs are PA∗

u(1, 0.5, 2), PA∗
u(2, 0.25, 2), PA∗

u(3, 0.15, 3) and
PA∗

u(4, 0.1, 3). With (7), (9) and (10), the average paging
cost, E[Cu(D)], and average delay, E[Du(D)], are calcu-
lated by:

E
[
Cu(D)

] = 2
2∑

j=1

pj + 4
4∑

j=3

pj + 7
7∑

j=5

pj + 10
10∑

j=8

pj

= 4.05, (16)

E
[
Du(D)

] =
2∑

j=1

pj + 2
4∑

j=3

pj + 3
7∑

j=5

pj + 4
10∑

j=8

pj

= 1.85. (17)

In this example, the proposed three schemes significantly
reduce the paging cost compared to the broadcast scheme.
The average paging costs are little higher than Cmin in (11)



460 WANG ET AL.

Figure 4. The average paging cost under delay bound D using uniform paging.

because each PA consists of multiple cells that are searched
in one polling cycle. However, the average delays are much
lower than Dmax in (11) and the upper delay bound require-
ment is guaranteed, which is critical for satisfying QoS re-
quirements for the multimedia services in wireless systems.
Thus, the proposed paging methods provide a good tradeoff
between paging costs and delays.

3.5. Paging failure probability

In this section, we investigate the call loss probability, which
is a general problem of multi-step paging schemes. Since
only a subset of the LA is searched in one polling cycle, if
the MT is moving during the paging process, the MT may
be missed. For example, when the first PA is polled while
the MT is in the second PA, thus the MT does not response.
Then the system proceeds to poll the second PA. At this mo-
ment, the MT moves from the second PA to the first PA. As a
result, the system fails to locate the MT, this is called paging
failure.

The paging failure depends heavily upon the MT’s mo-
bility pattern. We consider this problem based on the mo-
bility model as in [20]. In this context, the MTs are allowed
to move between PAs during the paging process. For sim-
plicity, we consider a simple model where the MT moves
back and forth along a one-dimensional state diagram in one
polling cycle, with transition probability mij .

mij = prob[MT is at the j th cell | at the ith cell]

=
{

α 0 < |j − i| � K ,
1 − 2Kα i = j ,
0 else,

(18)

where i is the sequence number of a cell in the LA in a de-
creasing order of location probabilities.

The simplest case is K = 1, in which the MT is allowed
to move one step forwards or backwards. Specifically, for
the first paging area, the MT is allowed to move from the
least probable cell to the most probable cell in the second
PA. For the last polling cycle, the paging fails only when the
MT moves from the last PA to the (D − 1)th PA. If the MT
is in the PAs other the first and the last PA, the paging failure
occurs when the MT leaves the PA from the most probable
cell or the least probable cell. By using the same denotation

as in the previous section, the paging failure probability for
K = 1, P1(i), in the ith polling cycle can be computed from

P1(i) =




pn1α with prob. q1
for i = 1,

(pki+1 + pkn+ni )α with prob. Q1(i)

for 1 < i < D,

pN−nDα with prob. Q1(i)

for i = D,

(19)

where ki = ∑i
x=1 nx and Q1(i) is defined as:

Q1(i) =




q1, i = 1,

qi +
i∑

m=2

Q1(m − 1)P1(m − 1), otherwise.

(20)

Therefore, the average paging failure for K = 1, P f
1 is ob-

tained by

P f
1 = pn1αq1 +

D∑
i=1

Q1(i)P1(i). (21)

When K is equal to 2, the MTs are allowed to move two
steps in a polling cycle. In each step, it moves from one
cell to another. The corresponding state diagram is shown in
figure 5. Each state (k, i) represents that the MT is residing
in the kth cell of the ith PA. According to the MT’s current
position, there are three possibilities of the paging failure.

• If the MT is in the ith PA (i > 1), then the probability
that it moves to the (i − 1)th PA, P(h) = α(1 + α).

• If the MT is in the ith PA (D > i > 1), then the proba-
bility that it moves to the (i + 1)th PA, P(l) = α(1 + α).

• Otherwise, the probability that an MT moves to another
PA, P(o) = α2.

Accordingly, the paging failure probability of the first
polling cycle, P2(1) is computed from

P2(1) =



p1α(1 + α), n1 = 1,
p1α + p2α(1 + α), n1 = 2,
pn1−1P(o) + pn1P(l), n1 � 3.

(22)
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Figure 5. The analytical model of paging failure.

For other polling cycles where 1 < i < D, the paging
failure probability P2(i) is computed from

P2(i) =




2pki α(1 + α), ni = 1,
pki−1P(h) + pki P (l), ni = 2,
pki−1+1P(h) + pki−1+2P(o)N

+pki P (h), ni = 3,
pki−1+1P(h) + pki−1+2P(o)N

+pki−1P(o) + pki P (h), ni � 4.

(23)

The paging failure probability of the last polling cycle,
i.e., i = Dth, P2(D) is computed from

P2(D) =




PNα(1 + α), nD = 1,
pNα + pN−1α(1 + α), nD = 2,
pN−nD+2P(o)

+pN−nD+1P(h), nD � 3.

(24)

Similarly, Q2(i) is

Q2(i) =




q1, i = 1,

qi +
i∑

m=2

Q2(m − 1)P2(m − 1), otherwise.

(25)

The average paging failure probability for K = 2, P f
2, is

then obtained by

P f
2 =

D∑
i=1

Q2(i)P2(i). (26)

4. Performance evaluation

The numerical results for uniform distribution, truncated dis-
crete Gaussian distribution, and irregular distribution are
provided in this section. We compare the average paging
costs and paging delays of proposed schemes with three
other paging schemes: broadcast paging, selective paging
and highest probability first (HPF) paging introduced in sec-
tion 1.

Figure 6. The average paging costs for uniform distribution.

4.1. Paging cost and delay for uniform probability
distribution

First we study the relationship between the average paging
cost, C, and the delay bound, D, under different paging
schemes. For the selective paging scheme, we choose one
of its simulated cases in which an LA is divided into three
partitions with location probability 0.6, 0.2 and 0.2 [1]. Fig-
ure 6 shows the average paging cost C(D) as a function of
D for an LA with twenty cells (N = 20).

It can be seen in figure 6 that the paging costs de-
crease with the increasing paging delay bounds for all pag-
ing schemes except broadcast scheme. The average pag-
ing costs of using semi-reverse, uniform, and HPF paging
schemes fall much faster than that of the reverse paging
scheme. Specifically, when the paging delay bound is 5,
the paging costs of semi-reverse, uniform, and HPF paging
achieve small asymptotic values. The broadcast scheme al-
ways produces the highest paging cost even though the de-
lay bound changes. The paging costs caused by selective
scheme remain the same after D = 3 since there are three
partitions and each partition is searched in one cycle, so the
maximum delay is three polling cycles. On the other hand,
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Figure 7. The average paging delays for uniform distribution.

the semi-reverse and uniform paging schemes cause the min-
imum paging costs which are the same as the theoretical re-
sult from HPF scheme.

The average paging delays are also investigated and the
results are shown in figure 7. We consider that the pag-
ing cost has higher priority than the average paging delay
when the delay bound is satisfied. It is observed that the
average delays increase as the delay bound increases. The
average delays of semi-reverse paging increase more slowly
than that of other schemes. Considering that the three paging
schemes, semi-reverse, uniform, and HPF, result in almost
the same paging costs, we conclude that the semi-reverse
paging is the most suitable scheme among them for the lo-
cation probability of uniform distribution.

4.2. Average paging cost and delay for truncated Gaussian
distribution

In this section, the average paging costs and delays versus
delay bounds are investigated for truncated Gaussian dis-
tribution. When the mobile users are moving on the high-
way, they are likely to keep going or exit at some points.
Thus, the truncated Gaussian distribution is more appropri-
ate for describing this type of movement. It is necessary
to mention that in the original paper of the HPF scheme,
a non-increasing probability density function g(x) must be
found to be comparable to the non-increasing discrete distri-
bution [15]. However, finding the optimal solution to func-
tion g(x) is not fully researched and is not provided in the
paper. In order to obtain the numerical results and make
complete comparison, we design the paging procedure for
the original HPF scheme, which is called the enhanced-HPF
(E-HPF) scheme. The average paging costs and delays of
different paging schemes are revealed in figures 8 and 9 for
truncated discrete Gaussian distribution with mean zero and
variance one.

When an MT’s location probability pj is a truncated dis-
crete Gaussian distribution, the average paging cost, C, de-

Figure 8. The average paging costs for truncated discrete Gaussian distrib-
ution.

Figure 9. The average paging delays for truncated discrete Gaussian distri-
bution.

creases very quickly as D changes from 1 to 4, then it con-
verges to the minimum value. The selective scheme results
in lower signaling costs compared to uniform scheme when
D = 2. However, at the expense of increased paging costs
by 12%, uniform scheme gains by a 44% reduction in aver-
age delays compared to selective scheme. We can also see
that the uniform paging scheme provides lower paging costs
when D � 4, but reverse and semi-reverse schemes result
in lower paging costs for D > 4. The important result is
that the paging costs can be reduced significantly. Thus, it is
reasonable to attain substantial reduction in the paging costs
with a little increase in paging delay.

The average paging delays are illustrated in figure 9. As
the delay bound increases, the average paging delay also
increases and maintains the same value after delay bound
D = 6 for reverse and semi-reverse scheme, but it reaches
steady value after D = 12 and D = 10 for uniform and
E–HPF schemes, respectively. Another observation is the
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Table 2
The irregular location probability distributions.

Cell sequence 1 2 3 4 5 6 7 8 9 10

Case A 0.36 0.31 0.05 0.05 0.045 0.045 0.04 0.04 0.03 0.03
Case B 0.16 0.16 0.16 0.16 0.06 0.06 0.06 0.06 0.06 0.06
Case C 0.28 0.26 0.08 0.08 0.05 0.05 0.05 0.05 0.05 0.05

Figure 10. The average paging costs and delays for case A.

“stairstep” curve which is induced by using uniform and
E-HPF paging schemes. In the presence of uniform paging,
the floor number of n0 is calculated during the procedure of
grouping cells. For example, n0 = 
N/D� is equal to 2 for
N = 20 and D = 7 to 10 in (8). As a result, the average
paging delays are very close for D = 7 to 10. The paging
delay is changed when D = 11 corresponding to n0 = 1.
This is shown as a jump in figure 9, and the average paging
delay remains the same after D = 12. The similar effect is
also applicable to the E-HPF scheme. The results from both
paging costs and delays demonstrate that the most suitable
paging scheme for the truncated discrete Gaussian distribu-
tion is the selective scheme for D � 3 and uniform scheme
for D > 3.

4.3. Paging costs and delays for irregular probability
distribution

We look into the average paging costs and paging delays
for irregular location probability distributions in this section
when the location probability distribution may not be repre-
sented by a particular function. Three irregular distribution
cases created randomly are considered in table 2.

The average paging costs and average delays of case A
are shown in figure 10. The details of each PA, such as the
paging sequence, the location probability, and the number of

cells under D = 3, 4, 5, are also illustrated. The minimum
average paging costs are indicated in bold and the minimum
average delays are indicated in italic in figure 10. It can be
seen that the reverse paging and semi-reverse paging result
in the minimum paging costs when D is equal to 3 and 4,
respectively. The uniform paging produces both small aver-
age paging costs and delays. When D = 5, the semi-reverse,
uniform, and E-HPF cause the same value of average paging
cost, even though the partitions are different. The uniform
and E-HPF paging causes lower average delays than that of
the semi-reverse paging.

According to the average paging costs and average de-
lays of case B in figure 11, the selective and E-HPF paging
scheme produces the minimum average paging cost and de-
lay for D = 3. The uniform paging scheme produces the
minimum paging cost for both D = 4 and D = 5; mean-
while, selective results in minimum average delays. We
show the average paging costs and average delays for case C
in figure 12. The uniform and selective paging produce min-
imum paging costs when the delay bound D is equal to 3.
The uniform method causes the minimum paging costs for
D = 4 and 5. We also notice that the average paging costs
using semi-reverse scheme are very close to the minimum
values when D is 4 and 5.

The paging failure probabilities are investigated for α =
0.1%, N = 10 and K = 1. The comparison of uniform,
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Figure 11. The average paging costs and delays for case B.

Figure 12. The average paging costs and delays for case C.

truncated Gaussian distribution and three examples for ir-
regular distributions are shown in figures 13(a)–(e). We plot
the paging failure probabilities in each cluster from left to
right as: reverse, semi-reverse, uniform, selective, E-HPF,
and broadcast schemes. As paging response is received in
one polling cycle for broadcast scheme so that the proba-
bility of paging failure is zero. In most of the cases, the
probabilities of paging failure increase as delay bounds in-
crease. Occasionally, the reverse paging produce high fail-
ure probabilities such as D = 2. For uniform distribution,

all other paging schemes produce almost the same paging
failure probabilities. For the truncated Gaussian distribu-
tion, the semi-reverse, uniform, and E-HPF are all good for
D = 2. The semi-reverse paging yields a high value for
D = 5 because there are five cells with lowest probabilities
in the last PA which results high paging failure probabilities.
For the irregular probability distributions, selective paging
results better performance compared to other schemes. We
expect to see this observation since the corresponding pag-
ing costs are higher. If α is very small, the probabilities of
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Figure 13. The paging failure probabilities.

paging failure can be ignored. In summary, there is tradeoff
between paging costs, paging delays, and paging failures.
Each system can decide which performance is more critical
to its subscribers based on the system architecture and users’
mobility pattern.

With the above observations, we find that the semi-
reverse and uniform paging schemes are more likely to re-
duce the average paging costs when the location probability
is irregular. The selective paging scheme also causes good
results in some cases but it needs to group the cells into
PAs using complex computation; furthermore, it depends on
the size and shape of the LA, which makes it not flexible.
Our proposed schemes are very simple to implement and
definitely reduce the paging costs significantly over various
probability distributions.

5. Conclusions

In this paper, we introduced three paging schemes which are
applicable to different location probability distributions in
wireless systems. All schemes are easy to implement and
they greatly reduce the paging costs under delay bounds.
Semi-reverse paging is the most suitable scheme for the uni-
form distribution considering both the average paging costs
and average delays performance. Uniform paging scheme
produces the minimum paging cost as well. For the trun-
cated discrete Gaussian distribution, reverse and uniform

paging schemes are applicable; especially, the reverse pag-
ing scheme converges to the minimal value faster than the
other schemes. When the location probability is irregular,
which is not considered in many paging schemes, our pro-
posed schemes such as semi-reverse and uniform paging are
still very helpful to reduce the average paging costs. In con-
clusion, these new paging schemes provide scalable paging
methods for the wireless systems.
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