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Abstract—Satellite networks provide global coverage and sup-
port a wide range of services.Low Earth Orbit (LEO) satellites pro-
vide short round-trip delays and are becoming increasingly impor-
tant. One of the challenges in LEO satellite networks is the de-
velopment of specialized and efficient routing algorithms. In this
work, a datagram routing algorithm for LEO satellite networks is
introduced. The algorithm generates minimum propagation delay
paths. The performance of the algorithm is evaluated through sim-
ulations. The robustness issues of the algorithm are also discussed.

Index Terms—Connectionless/datagram routing, low earth orbit
(LEO), satellite networks.

I. INTRODUCTION

SATELLITE networks can meet a variety of data commu-
nication needs of businesses, government, and individuals.

Due to their wide-area coverage characteristics and ability to de-
liver wide bandwidths with a consistent level of service, satellite
links are attractive for both developed and developing countries.
There is no doubt that satellites (both LEO and GEO) will be an
essential part of the Next-Generation Internet (NGI). There are
several reasons why satellites will play a key role in the NGI [1].

• Satellite services can be provided over wide geograph-
ical areas including urban, rural, remote, and inaccessible
areas. It should be noted that two-thirds of the world still
does not have the infrastructure for the Internet.

• Satellite communication systems have very flexible band-
width-on-demand capabilities.

• Alternative channels can be provided for connections that
have unpredictable bandwidth demands and traffic charac-
teristics, which may result in maximum resource utiliza-
tion.

• New users can easily be added to the system by simply
installing the Internet interfaces at customer premises. As
a result, network expansions will be a simple task.

• Satellites can act as a safety valve for NGI. Fiber failure
or network congestion problems can be recovered easily
by routing traffic through a satellite channel.

• New applications such as “Digital Earth,” as well as tele-
education, telemedicine, entertainment, etc., can be real-
ized through satellites.
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There are many technical obstacles to be overcome to make
satellite Internet systems commercially viable. One of the chal-
lenges in LEO satellite networks research is the development
of specialized and efficient routing algorithms. In particular,
the special design ofLow Earth Orbit (LEO)satellite networks
causes the packets to take multiple hops from source to des-
tination. The interconnectivity pattern of LEO satellites forms
different shapes depending on their movement. The satellites
are connected to each other viaintersatellite links(ISL). The
so-calledinterplane ISLsconnect satellites from different or-
bits (also called planes). On the other hand, theintraplane ISLs
connect satellites in the same plane. While the distances be-
tween the satellites (vertical paths) in the same plane are fixed
throughout the connections, the distances between satellites in
different planes (horizontal paths) are different and vary with
the movement of the satellites, e.g., the horizontal distances are
longest when satellites are over the equator and shortest when
they are over the polar region boundaries. Although the satellite
movements cause changes in the network topology, the estab-
lished connections must be maintained in the network. This is
where efficient routing algorithms are needed, not only to estab-
lish the optimum path between source and destination, but also
to maintain the path throughout the communication.

In recent years, some routing algorithms for LEO satellite net-
works have been developed assuming a connection-oriented net-
work structure, e.g., ATM or ATM-type switches on-board satel-
lites [2]–[6]. The developed algorithms focus mainly on the ini-
tial path setup phase. The paths are computed in a ground switch
centrally and the routing tables on satellites are configured based
on these computations. Satellites then only forward the packets
according to their routing tables. As mentioned above, satellite
movements cause changes in the network topology, and con-
sequently these initial path assignments may also change with
time and may not keep their initial optimality. To address this
problem, the so-called “path handover” solution has been inves-
tigated in [7]. The performance of the existing path handovers
depends heavily on the optimality of the initial path establish-
ments.

As the Internet is becoming very popular and the efforts re-
garding NGI are on the way, there is an initiative in the com-
mercial and also in the military world to push the IP technology
to satellite networks. In other words, the switches on the satel-
lites could be IP switches or IP-like switches which means we
would have datagram (connectionless)-type network structure.
The routing problem becomes especially interesting when we
consider the changing distances between satellites in different
planes as well as the movements of the satellites which cause
a constant change in the network topology. In the literature,
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Fig. 1. Orbital planes around the Earth.

there are only few attempts to solve the connectionless-routing
problem in satellite networks. The Darting algorithm [8] is de-
signed to overcome the high topology update message over-
head in the satellite network. However, the comparison of the
Darting algorithm with the Extended Bellman–Ford algorithm
(a modified version of the distance vector protocol) shows that
the Darting algorithm induces multiple times more overhead,
and provides the same end-to-end delay as its competitor [9].

In this work, we extend the datagram routing algorithm [10].
The new datagram routing algorithm generatesminimum prop-
agation delay pathsbetween source and destination. The new
routing algorithm is distributed, i.e., the routing decisions are
made independently for each packet. The packets are routed be-
tween thelogical locations, which are embodied by the closest
satellites. The algorithm causes no overhead since the satellites
do not exchange any topology information. Our algorithm also
avoids congestions and failures at low cost making local deci-
sions. Since the algorithm is datagram based, there is no need
for handovers of established connection paths, as is the case for
algorithms in connection-oriented networks mentioned above.

The paper is organized as follows. In Section II we explain
the satellite network architecture, and in Section III we describe
the new datagram routing algorithm. In Section IV we present
performance analysis of the new algorithm and in Section V we
conclude the paper.

II. SATELLITE NETWORK ARCHITECTURE

The satellite network is composed ofpolar orbits (planes),
each with satellites at low distances from the Earth as shown
in Fig. 1. The planes are separated from each other with the same
angular distance of . They cross each other only
over the North and South poles. The satellites in a plane are
separated from each other with an angular distance of .
Since the planes are circular, the radii of the satellites in the same
plane are the same at all times and so are the distances from
each other. This satellite constellation is classified as Walker
type with parameters [11].

The geographical location of a satellite is given by
indicating the longitude and latitude of the

Fig. 2. Switching of left and right neighbors in polar regions.

location of , respectively. We assume that the entire Earth
is covered bylogical locations of satellites. These logical
locations do not move and are filled by the nearest satellite.
Hence, the identity of the satellite is not permanently coupled
with its logical location, which is taken over by the successor
satellite in the same plane. The logical location of a satellite
is given by where , for , is the plane
number and , for , is the satellite number.
The routing is performed basically by considering these logical
locations as hops. By this way, we do not need to be concerned
with the satellite movements.

Each satellite has four neighboring satellites: two in the same
plane and two in the left and right planes. The links between
satellites in the same plane are called intraplane ISLs. The links
between satellites in different planes are called interplane ISLs.
On intra- and interplane ISLs, the communication is bidirec-
tional.

The intraplane ISLs are maintained at all times, i.e., each
satellite is always connected to the rest of the network through
its up anddownneighbors. The propagation delay on the intra-
plane links is always fixed. All satellites are moving in the same
circular direction within the same plane. As a consequence, any
satellite that is observed from the Earth moving from South to
North will be observed to start moving from North to South
when it crosses the North pole. Hence, the 0th andth planes
rotate in opposite directions. The borders of counter-rotating
satellites are calledseams, as shown in Fig. 1.

The interplane ISLs are operated only outside the polar re-
gions. When the satellites move toward the polar regions, the
interplane ISLs become shorter. When two satellites in adjacent
planes cross the poles, they switch their positions. In order to
allow this switching, the interplane ISLs are shut down in polar
regions and re-established outside of the polar regions, as shown
in Fig. 2.

The length of all intraplane ISLs is fixed and is computed
by

(1)

where is the radius of the plane.
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Fig. 3. Neighbor concept.

The length of interplane ISLs is variable and is calculated
by

(2)

where

with as the latitude at which the interplane ISL resides.

III. D ATAGRAM ROUTING ALGORITHM

The connection structure of the satellites and their determin-
istic movements around the Earth simplify the design of effi-
cient and robust routing algorithms for datagram traffic. First,
we give definitions and theorems which will be used for the new
routing algorithm.

A. Definitions

Definition 1: Neighbor Concept. Each satellite has two
neighbors in the same plane and two neighbors in adjacent
planes, as shown in Fig. 3. The neighbor in the direction of
orbital movement is labeled asup and in the opposite direction
as down. The satellites in adjacent planes are calledleft and
right neighbors.

Definition 2: Eastern and Western Hemisphere.A point in
space is considered in the Eastern (Western) hemisphere if it is
located to the east (west) of the first half of the seam. The first
half of the seam is the part of the boundary, where a satellite
moving to North has a neighbor to its west, which is moving to
South.

Definition 3: Initial Alignment. The satellite network is
said to be ininitial alignment if all satellites with satellite
number (satellites on one side of the seam) and satellite
number (satellites on the other side of the seam)
are positioned at the same latitude as shown in Fig. 1. In this
case, all interplane ISLs become parallel to the equator and all
satellites are exactly in the centers of their logical locations.

Definition 4: Horizontal Ring. The satellites on the same
latitude with the initial alignment and the ISLs connecting them
constitute ahorizontal ringas shown in Fig. 1. The two hor-
izontal rings closest to the polar regions are positioned at the
latitude . Note that the difference between the horizontal
rings and latitudes is that the horizontal rings may have different
latitude values as the satellites move.

Definition 5: Multihop Path. Any source–destination satel-
lite pair in the network can be connected by usingmultihop
paths. Let a multihop path be defined as the ordered
list of links such that

(3)

forms an -hop path from source satellite to destination satel-
lite .

Definition 6: Total Propagation Delay.The total propaga-
tion delay on the path is simply the sum of all individual
propagation delays on each hop of the same path

(4)

where is the propagation delay on each hop, i.e., from
satellite to satellite .

Definition 7: Minimum Propagation Delay Path.Themin-
imum propagation delay path between and is
defined as

(5)

where is the set of all multihop paths from to .
is defined as the minimum propagation delay path

among the set of paths from to that cross any polar re-
gion. Similarly, is the minimum propagation delay path
among the set of paths that do not cross a polar region. Note that

B. Decision Maps

The decision map is used by each satellite to decide on the
outgoing link for each packet such that the generated path has
the minimum propagation delay. To create the decision map we
derived the following lemmas and theorems where we used the
assumption that the satellites are in the initial alignment (Defi-
nition 3).

At this point, we point out the grid structure of the satellites
which cover the entire Earth. This grid structure could be re-
garded as a type of Manhattan Street Network [12], which has
been researched extensively in the last decade. However, there
is a major difference here. The distances between the satellites
in different latitudes are changing, e.g., they become shorter
in the latitudes closer to the poles and longer in the latitudes
closer to equator [(2)]. Keeping this fact in mind, we need to
design our new routing algorithm in such a way that the shortest
end-to-end delay path between source and destination will be
determined. Since we assume very minimal processing in the
on-board switches, the delay caused by these events can be as-
sumed to be negligible and the end-to-end delay will involve
only the propagation delays between the satellites.

Lemma 1: Assume the source satellite resides at
and the destination satellite at . Also

assume that both satellites are outside of the polar regions.
Further assume that resides at a latitude higher than the
latitude of , i.e., .
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Fig. 4. Example of Lemma 1.

1) If and are on the same side of the seam (in the
same hemisphere), then theminimum propagation delay
pathfrom to ( ) passes through the satellite
at , i.e., this satellite is in the same horizontal
ring (Definition 4)as the source satellite and is in the
same plane as the destination satellite.

2) If and are on different sides of the seam (in different
hemispheres), then passes through the satellite

, i.e., this satellite is in the same
horizontal ring(Definition 4)as the source satellite but
on the other side of the seam and is on the same plane as
the destination satellite .

Proof:

1) Suppose does not pass through the polar region.
Then the horizontal hops of this path are either in the same
ring as the source or in rings at higher latitudes. Taking
these horizontal hops, eventually a satellite at
in the same ring as and in the same plane as will
be reached. The satellite at is shown in Fig. 4
as a node with two circles around it. From this satellite at

, the vertical hops will then lead to .
Suppose crosses the polar region. Then the

horizontal hops are taken in the ring closest to the polar
region until the plane of is reached. Then the vertical
hops take the packets through the polar region directly
to . Since is at a lower latitude, the vertical hops
would pass through the satellite at , which is
in the same horizontal ring as and in the same plane as

.
2) Again here, would pass through the satellite lo-

cated in , which is in the same ring
as and in the same plane as .

From Lemma 1 it follows that all source–destination satellite
pairs must pass through a satellite that is in the same ring as the
source and in the same plane as the destination. The path from
that satellite to the destination only involves vertical hops.

Lemma 2: Assume and are in the same horizontal ring
outside of the polar regions. Also assume that the polar regions
will not be crossed. Then (Definition 7) involves all
horizontal hops on any ring between and the polar region.

Proof: Since the polar regions are not crossed, the hor-
izontal hops are taken on any ring betweenand the polar
regions because the interplane ISLs are longer in rings at lower
latitudes than . Consequently, the propagation delay is shorter
in the rings at higher latitudes. Assume there is a path shown as
dashed line in Fig. 5. We can find a shorter propagation delay

Fig. 5. Example for Lemma 2.

path (solid line) by taking vertical hops in the same plane to the
ring at the highest latitude close to the polar region, then take the
horizontal hops in that ring, reaching the plane ofand take
vertical hops to reach . It is easy to see that the solid path
is shorter than the dashed one because the horizontal hops are
shorter. The lengths of vertical hops are equal for both paths.

According to Lemma 2, if does not cross the polar
region ( ), then horizontal hops are taken in a ring be-
tween the polar region and the ring of. If there are rings
between the source satellite and the polar regions, then there are

candidates for , including the possibility of taking
all horizontal hops in the ring of the source satellite. If the polar
regions are crossed, the can easily be determined. In
this case, the number of vertical hops is fixed and the horizontal
hops are taken in the ring closest to the polar region where the
interplane ISLs are the shortest. Comparing the lengths of the
paths crossing the polar region and all other paths not crossing
it, we can decide on the final path. The following theorems help
us with these decisions.

Theorem 1: Let and be outside of the polar regions
and be at a higher latitude, , than . Assume that is
( ) hops away from the horizontal ring closest to the polar
region and that the ring of is the th ( ) horizontal ring
when counted from the closest pole. crosses the polar
region if the number of horizontal hops between and
satisfies

(6)

where and are given in (1) and (2), respectively, and
is the latitude of the ring closest to the polar region.

Proof: We compare the propagation delays of paths from
to with and without crossing the polar region. The path

over polar region takes the necessary horizontal hops
in the ring closest to the polar region at latitude and has a
propagation delay . The path without the polar region takes
the horizontal hops in a ring, which ishops closer to the polar
region, for , with the propagation delay .
The path crossing the polar region is shorter if is less than

for all possible values of.

(7)
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To guarantee that the path over polar regions is , (7)
must hold for all possible values of. Solving the equation
above for , the statement in Theorem 1 can be reached. If
is at a higher latitude than , then a similar argumentation
leads us to the same result.

In Theorem 2 below, we present a decision criterion for
staying in the same horizontal ring or going to another ring at a
higher latitude.

Theorem 2: Let and be outside of the polar regions
and be at a higher latitude than . Assume that is
( ) hops away from the horizontal ring closest to the polar
region and that the ring of is the th ( ) horizontal ring
when counted from the closest pole. has all horizontal
hops in the same ring as if the condition in Theorem 1 is not
satisfied and if the number of horizontal hops,, between
and satisfies

(8)

Proof: Since we assumed that the condition in Theorem
1 is not satisfied, the path should not cross the polar regions.
In order to take the horizontal hops in the same ring of, any
path with horizontal hops at a higher latitude must have a longer
propagation delay. If we denote the propagation delay of the
path in the ring of as and the propagation delay of a path
that takes the horizontal hops in a ringhops away from theth
ring as , then the following must be satisfied for all values
of , :

(9)

Solving (9) for , the statement in Theorem 2 can be reached.
The criteria presented in Theorems 1 and 2 help us to decide

on the next hop such that the packet is forwarded on .
For this purpose, we created a decision map for the satellite net-
work. Using the decision map, each satellite decides on whether
a packet will cross a polar regions or not. In Fig. 6, we show the
decision map for a particular network with planes, each
containing satellites. The latitudes of the rings are indi-
cated by “ ” on the -axis. The latitude of the current satellite

and the remaining horizontal hop count to identifies a
point on the decision map. The area above the solid line is the
region where (6) is satisfied. The area below the dashed line is
the region where (8) is satisfied.

C. Routing Algorithm

For any set of parameters that describes the satellite network,
it is possible to find minimum propagation delay paths between
all source–destination pairs that are outside of the polar regions.
A careful consideration would lead to more generalized paths
that would also include the satellites in the polar regions.

The new routing algorithm generates the paths in a different
way, i.e., the satellites process every incoming packet indepen-
dently, assuring that the packets will be forwarded on

Fig. 6. Decision map for a constellation with twelve planes and 24 satellites.

as the result of their collective behavior. The next hop on the
path is determined in three phases. In thedirection estimation
phase, possible next hops on the minimum-hop path are deter-
mined assuming that all ISLs have equal length. With this as-
sumption, a minimum-hop path becomes also a minimum prop-
agation delay path. However, this is not exactly what we are
interested in because the lengths of ISLs are different in these
networks, as we mentioned before. Thus, we have thedirection
enhancement phase, where we consider that the interplane ISLs
have different lengths [(2)] and refine our decision made in the
first phase about the next hop accordingly. The primary direc-
tion chosen in the direction enhancement phase ensures that the
packets are routed on . In the case of link congestions,
the queueing delay has a larger effect on the end-to-end delay of
the packets, hence, the packets sent on may experience
high delays. In order to reduce the negative effects of congested
links, the routing decisions are revised in thecongestion avoid-
ance phase. These three phases are explained in detail in the
following three subsections.

1) Direction Estimation: The direction estimation phase
deals with the determination of the next hop on the min-
imum-hop path. The number and direction of hops on a
minimum-hop path are calledminimum hop metrics, which
consist of a pair of direction indicators, and , and a pair of
number of hops for each direction, and

. The vertical movements are described by

upward
no vertical movement
downward.

(10)

The horizontal movements are described by

right
no horizontal movement
left.

(11)

To determine minimum hop metrics, we use the logical loca-
tions of the current satellite and destination satellite . Let

be at on and at .
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TABLE I
CALCULATION OF DIRECTIONS FORP

• If and with as the number of
the satellites in a plane, then and are in the Eastern
Hemisphere, on the same side of the seam.

• If and , then they both are in the
Western Hemisphere, on the other side of the seam.

• Otherwise, and are on different sides of the seam.
After determining the respective locations of and , the
numbers of hops for and (Definition 7) are
calculated assuming that all ISLs have the same length. The path
with minimum number of hops is chosen as the minimum hop
metrics. The procedure is as follows.

1) If and are on the same side of the seam:

a) The number of vertical hops for is
and the number of horizontal hops is

. Their sum gives the total hop
number for .

b) The number of horizontal hops for is
. If and are in the Eastern

Hemisphere, then number of vertical hops is
, . If

and are both in the Western Hemisphere, then
the number of vertical hops is

, . The sum
of the number of vertical and horizontal hops gives
the total hop number for .

2) If and are on different sides of the seam:

a) For , the number of vertical hops is
and the number of horizontal

hops is . Their sum gives
the total hop number for .

b) For , the number of horizontal hops is
. The number of vertical hops is given

by . The
sum of vertical and horizontal hop numbers gives
the total hop number for .

Among and , the one with minimum total
hop number is chosen and their horizontaland vertical hop
numbers are recorded. If is the minimum-hop path,
then the directions for horizontal and vertical hops are
determined using Table I. If is the minimum-hop path,
then the directions and are determined using Table II.

The usage of the Tables I and II can be illustrated with the
following example: Assume is at and is at
in a network with planes, each with satel-
lites. The portion of the network that contains and are

TABLE II
CALCULATION OF DIRECTIONS FORP

Fig. 7. Example for calculation of directions for minimum-hop paths.

shown in Fig. 7. Following the procedure described in this sec-
tion, is chosen as the minimum-hop path with
and . Since is chosen, we use Table I. and
are in the same hemisphere, hence we use the upper part of the
table. To determine the direction, the numbers in each cell of the
second row are compared. We find that ( ) and

( ), and hence the horizontal hops should be
taken to right ( ) and the vertical hops should be taken
upwards ( ).

The assumption we made for this phase, i.e., that all ISLs
have the same length, gives us the flexibility to take either the
horizontal or vertical hop indicated by , [(10)], and , [(11)].
Taking the horizontal and vertical hops in any combination
would produce a minimum-hop path. In fact, the ISLs have
different lengths and the packets can be routed on only
if they are taken in a specific order. The next hop on
is uniquely determined in thedirection enhancement phase.
Other possible minimum-hop paths are used as backup paths in
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cases of congestion and satellite failure, which will be covered
in Section III-C-3.

2) Direction Enhancement:In the direction enhancement
phase, satellites label the directions calculated in the direction
estimation phase asprimary and secondary. If the packets
follow only the primary directions, then they are routed on the
minimum propagation delay path . For this purpose,
the minimum hop metrics described in Section III-C-1 and
the decision map described in Section III-B are used together.
The determination of the primary and secondary directions is
accomplished as follows.

1) If is in a polar region, then the next hop for the in-
coming packet should lead to a satellite in the same plane.
If [(10)] is not zero, then the direction indicated by
is marked as primary, and is reset to zero. If equals
zero, that means that is also in the same polar region.
Thus, the packet must be forwarded toward the nearest
satellite outside of the polar region. Hence,is set such
that it points to the nearest satellite outside of the polar
region, marked as primary, and [(11)] is reset to zero.

2) If is in the last horizontal ring before the polar re-
gion, then the horizontal hops are given priority since the
horizontal links are shortest in that ring. If [(11)] is
nonzero, meaning that the packet has to move horizon-
tally, is marked as primary, and [(10)], as secondary
if it is nonzero. If equals zero, then is marked as the
primary direction.

3) In other parts of the network, marks the directions of
the incoming packets as follows:

a) If the number of horizontal hops calculated in
direction estimation phase satisfies (6), the packet
must cross the polar region. Then [(10)] be-
comes the primary direction. This assures that the
packet takes the horizontal hops in the smallest
ring, i.e., in the ring closest to the polar region. The
horizontal direction, [(11)] is marked as the sec-
ondary direction if it is nonzero.

b) If does not satisfy (6) and (8) at the same time,
then the horizontal hops should be taken in a ring
closer to the polar region. Hence, the vertical direc-
tion [(10)] is set such that it points to the neigh-
boring satellite at a higher latitude, and marked as
the primary direction. The horizontal direction
[(11)] is marked as the secondary direction.

c) In all other cases, the latitudes of and are
compared. If is at a higher latitude than , then
the horizontal direction [(11)] is marked as the
primary direction. Otherwise, the packet should be
forwarded vertically to the horizontal ring of ,
hence the vertical direction [(10)] is marked as
primary. If is zero, then the only choice is to
forward the packet vertically, and therefore, is
marked as the primary direction.

To make the decisions in steps 3.a and 3.b, we can make
use of the decision map generated for the network. The
decision map of a satellite network can be stored on-board

of each satellite since it does not change throughout the
lifetime of the network.

3) Congestion Avoidance:In the datagram routing algo-
rithm, the satellites do not exchange traffic load information.
The routing decisions made in the first two phases are based
on the propagation delay calculations. Therefore, congested
links are not considered when the directions are calculated.
If the packets are routed regardless of the congestions in the
network, packets may suffer from long end-to-end delays. In
the congestion avoidance phase, the routing decisions made
in the first two phases are revised according to the congestion
level of the incident ISLs.

Since no traffic load information is exchanged between the
satellites, the congested links are detected by considering the
fill levels of the output buffers. If the next hop of a packet is
associated with an overloaded output buffer, i.e., if the output
buffer has more thanpackets, then this situation is interpreted
as a congestion occurrence. The main idea behind the conges-
tion avoidance phase is to send the packets in their secondary
directions, if the link in the primary direction is congested. The
steps of this phase are as follows:

1) If , i.e., current satellite is the destination satel-
lite, then the packet is not forwarded to neighboring satel-
lites. It is sent to the gateway or any other appropriate re-
ceiver on the surface of the Earth.

2) If the secondary direction of a packet (eitheror ) is
zero, then the packet is sent in the primary direction, re-
gardless of the number of the packets in the output buffers.

3) If the output buffer of the primary direction has less than
packets, then it is sent in the primary direction.

4) If there are more than packets in the output buffer of
the primary direction and less thanpackets in the output
buffer of the secondary direction, then the packet is sent in
the secondary direction. If output buffers of both primary
and secondary directions have more thanpackets, then
the packet is still sent in the primary direction.

As a result of this phase, the packets are routed on one of the
minimum-hop paths. If a packet follows the primary directions
in each hop, it is forwarded on the minimum propagation delay
paths. Also note that, to ensure the loop-free routing, the packets
are never sent back to satellites where they came from, unless
the current satellite is in one of the polar regions.

The three phases of the next hop calculation are designed for
networks which do not have any failed satellites. In case of a
satellite failure, the steps above must be changed such that the
neighboring satellites deflect the packets that pass through the
failed satellite instead of dropping them. In other words, the
packets are rerouted around the points of failure. In this case, the
primary concern is not to drop the packets instead of reducing
the queueing delay. In order to reroute packets destined to the
failed satellite, they are deflected into orthogonal directions. The
congestion avoidance phase has the following structure when a
neighboring satellite fails:

1) If , i.e., the current satellite is the destination
satellite, then the packet is not forwarded to neighboring
satellites. It is sent to the gateway or any other appropriate
receiver on the surface of the Earth.



144 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 9, NO. 2, APRIL 2001

2) If the satellite in the primary direction of a packet has not
failed, then the packet is sent in the primary direction.

3) If the current satellite is in the polar region and the next
satellite has failed, the packet is sent back to the previous
hop, which is the only available direction.

4) If the satellite in the primary direction has failed and the
packet has a secondary direction, then it is sent in the
secondary direction.

5) If the satellite in the primary direction has failed, but the
packet has no secondary direction, then it is sent in a di-
rection orthogonal to the primary direction, which is not
the previous hop.

This rerouting strategy finds alternative routes for packets that
would normally pass through a failed satellite. However, it does
not guarantee that the packets are routed on a minimum-hop
path.

D. Time and Space Complexity

The packet processing time is one of the most important fea-
tures of a datagram-based routing scheme. In static networks,
routing information is stored in routing tables. Hence packets
are forwarded to different interfaces after a table look-up oper-
ation. If we try to apply the same strategy for routing in satel-
lite networks, we have to update the routing tables frequently
in order to preserve path optimality in the presence of satellite
mobility.

There are many ways of determining the shortest path
between two nodes in a network. Most of these methods use
a connection matrix reflecting the topology of the network.
All these algorithms have high time complexities [Dijkstra’s
Shortest Path Algorithm , Bellman’s Shortest Path
Algorithm in the worst case, on
the average, where stands for the number of nodes in the
network]. Therefore, conventional shortest path algorithms
have scalability problem. A summary of the shortest path
algorithms can be found in [13].

When small changes to network topology occur, incremental
update algorithms [13] of lower time complexity are used to
update the shortest paths. However, in satellite networks, the
changes in link lengths occur constantly and effect more than
half of all links. Therefore, the selected shortest path algorithm
must be used very frequently to reflect those changes. This
worsens the already high scalability problem.

On the other hand, our algorithm needs a very short time
to process the packets independent of the network size. Sim-
ulation results have shown that deciding on the next hop of a
packet takes 5s with an Intel Pentium III 450 MHz processor.
Hence, it is possible to use our algorithm for satellite networks
with arbitrarily large number of satellites. The packet processing
times of our algorithm and Bellman’s Algorithm are compared
in Fig. 8. The packet processing delay of Bellman’s algorithm
is the sum of the time needed to look up the next hop and frac-
tional time share of recomputation of the shortest paths from a
source to all possible destinations. As shown in Fig. 8, unless the
number of satellites is very small, the packet processing delay
of our algorithm is much less than the Bellman’s Algorithm.

Another important point is the storage complexity of the new
algorithm. Given a specific satellite network, the decision map

Fig. 8. Packet processing time of algorithms.

for that network can be generated and embedded into the routing
code before deploying the satellites. Hence, no additional space
for routing tables is needed. On the other hand, all the other
shortest path algorithms need at least a connectivity matrix,
which is of size where is the number of planes
and is the number of satellites in a plane. Furthermore, in
order to process the incoming packets faster, a routing table of
size may be necessary. Therefore, our algorithm has
much less space complexity than the other schemes.

IV. PERFORMANCE OFDATAGRAM ROUTING ALGORITHM

For performance evaluation of the datagram routing algo-
rithm we conducted four main experiments.

• Experiment I: We compare the length of the paths gen-
erated by our new algorithm with the paths generated by
Bellman’s Shortest Path Algorithm [13].

• Experiment II: We discuss the effect of the direction en-
hancement phase.

• Experiment III: We discuss the behavior of our new al-
gorithm in case of satellite failures.

• Experiment IV: We give an example of delay values for
a typical connection and how this delay is affected by the
satellite movement.

In all experiments, we generate a satellite constellation with
planes and satellites in each plane. The

planes as well as the satellites within a plane are separated
from each other by . The polar regions are defined as
regions between the latitudes and in the Northern
and Southern hemispheres. Theth and 23rd satellites in every
plane are at latitude North, inside the polar regions. The
interplane links inside the polar regions are assumed to be
disconnected. In the first three experiments, we computed the
average values for all possible source–destination pairs. We
assume that each source–destination pair occurs with the same
probability. In this way, we cover all connection possibilities
and do not favor any source or destination distribution.
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Fig. 9. Average percentage deviation versus satellite movement.

A. Path Optimality of Datagram Routing Algorithm

Our new algorithm has the advantage in terms of packet pro-
cessing delay and storage space over conventional shortest path
algorithms as presented in Section III-D. Our algorithm routes
the packets between logical locations in the network, which are
treated as hops for packet routing. Since the satellites move in
their planes, they are not always in the centers of their logical lo-
cations. Therefore, the optimality of the paths generated by our
new algorithm can be affected by the satellite movement. Here,
we want to demonstrate that this effect is negligible.

In order to obtain minimum propagation delay paths even
with the satellite movements, we can apply the Bellman’s
Shortest Path Algorithm [13]. We use the Bellman’s Algorithm
only to compare the length of the paths generated by our new
algorithm.

When the satellites are not exactly at their logical locations,
our new algorithm generates paths that have longer propagation
delays than the minimum propagation delay paths created by the
Bellman’s Shortest Path Algorithm. Within , the satellites
take the place at their exact logical locations periodically. This
periodic movement of satellites can be captured by 1/4 of this
period. Thus, we examine the satellite movements between
and deviations from their logical locations with a step size
of .

Then we use our new algorithm and determine the minimum
propagation delay paths between source and destination satel-
lites. Similarly, we apply the Bellman’s Shortest Path Algorithm
and create optimal paths. If the path obtained by our new algo-
rithm is longer than the optimal path, then we record the differ-
ences as a percentage deviation, which are given in Fig. 9.

In Fig. 9, it is clear that as the satellites move further away
from their logical locations, the average percentage deviation
increases. The main cause for the deviations is based on the
changing lengths of the ISLs. The length of the interplane ISLs
within the same horizontal ring deviates from its original value
at the initial alignment because half of the satellites move to
North and half of them to South, and accordingly the ISL dis-
tances will be different. In the worst case ( ) in Fig. 9, the

(a)

(b)

Fig. 10. Average percentage deviation versus satellite movement for datagram
routing algorithm with and without enhancement phase.

average difference between our algorithm and Bellman’s algo-
rithm is less than 0.3%. This clearly shows that our new algo-
rithm provides minimum propagation delay paths with the com-
plexity and capturing the satellite movements by the log-
ical location concept.

B. Effect of Enhancement Phase

If we apply only the direction estimation phase of our new
algorithm, we determine the minimum hop number between
source and destination satellites. The minimum-hop path is de-
termined first by routing packets horizontally until the plane of
destination satellite is reached, then taking the vertical hops to
reach the destination.

In Fig. 10, we compare the average percentage deviation of
the paths generated by our new algorithm with and without the
enhancement phase. It is obvious that for any value of satel-
lite movement, the version with enhancement phase results in
much lower average deviation values than the version without
enhancement phase. The worst average deviation for our new
algorithm is less than 0.3%. On the other hand, if we only use
the direction estimation phase, the average percentage deviation
is always greater than 8.1%. This shows that the direction en-
hancement phase is an essential part of our algorithm to create
minimum propagation delay paths.

C. Effect of Satellite Failures

When a satellite fails, all minimum propagation delay paths
passing through this satellite must be recreated. In our algo-
rithm, the satellite failures are only known to the immediate
neighbors. Thus, after the failure, the newly generated paths be-
tween all source and destination satellites may not always have
minimum propagation delays. In this experiment, we compare
all new paths generated by our algorithm with all paths gener-
ated by the Bellman’s Shortest Path Algorithm after the satellite
failure.
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Fig. 11. Average percentage deviation in case of satellite failure versus latitude
of failing satellite.

In Fig. 11, we present the average percentage difference be-
tween the rerouted paths obtained by our algorithm and min-
imum propagation delay paths by Bellman’s Shortest Path Al-
gorithm. The experiments are carried out for different latitudes
of the failed satellite. When the failed satellite moves from the
equator ( ) toward the poles ( ), the average
percentage deviation decreases from 6.25% to 4.4%. When the
failed satellite is in the ring closest to the polar regions (

), the average deviation increases to 15%. Similarly, the
average deviation is 16% when failure is inside the polar re-
gion. The main reason for this behavior is that failures inside
or next to the polar regions cause the packets to be sent back
to the satellites where they entered the polar region. Recall that
the interplane ISLs are not operational in this region. This in-
creases percentage difference in the propagation delay between
the rerouted paths and optimal paths. These increases in the
overall average propagation delay are still negligible.

D. Typical Delay Values and Effect of Satellite Mobility

In order to demonstrate typical propagation delays and their
change due to satellite mobility in a real-life scenario, let us con-
sider packets traveling from continental North America (N,

W) to central Europe ( N, E). The satellite constella-
tion is identical to the one that is assumed for other experiments.
The satellites are also assumed to reside at 1375 km above the
surface of the Earth.

We start with the initial alignment of the satellites and ex-
amine the change in propagation delay for a quarter of the move-
ment period. As shown in Fig. 12(a), the propagation delay in-
creases for this source–destination pair as the satellites move.
The minimum propagation delay path generated by Bellman’s
Algorithm yields values between 43.5 to 47.1 ms (solid line),
whereas our algorithm yields propagation delays that increase
from 43.5 to 48 ms (dotted line). If the incoming packets are pro-
cessed in parallel and fast transmission schemes are deployed,
packet processing and transmission times become very small.

(a)

(b)

Fig. 12. Example of propagation delay values. (a) Propagation delay. (b)
Difference in propagation delay.

Therefore, propagation delay can be regarded as the dominant
factor of delay in satellite networks.

The delay difference between the path generated by
Bellman’s Algorithm and our algorithm is shown in Fig. 12(b)
for the same range of satellite movement. Until the satellites
move from their initial alignment, our algorithm produces
minimum propagation delay paths. When the satellites move
further, our algorithm starts producing paths, which do not
have minimum propagation delays. The deviation from the
minimum propagation delay path, though, increases only up
to 0.9 ms, which corresponds approximately to 2% of the
total propagation delay. Note that this difference decreases
as the satellites move further into the second quarter of their
movement period.

V. CONCLUSION

In this paper, we introduced a datagram routing algorithm
for LEO satellite networks. The algorithm is distributed, and
routing decisions are made on a per-packet basis. The gener-
ated paths are loop-free and satellite movements have negligible
effect on the path optimality. Our new algorithm is capable of
avoiding congested regions by making local decisions. In case of
satellite failures, the protocol is also capable of routing packets
around the location of failure with low degradation in perfor-
mance.
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