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The Jitter Time-Stamp Approach for Clock Recovery
of Real-Time Variable Bit-Rate Traffic

Weilian Sy Student Member, IEEEBNd lan F. Akyildiz Fellow, IEEE

Abstract—When multimedia streams arrive at the receiver, their  bit-rate (VBR) traffic such as compressed voice and video. As
temporal relationships may be distorted due to jitter. Assuming - mentioned before, the SRTS method is used for CBR traffic and
the media stream is packetized, the jitter is then the packet’s ar- is not well-suited for VBR traffic, because VBR has variable

rival time deviation from its expected arrival time. There are var- oN andorE burst lenaths. Si d limedia trafi
ious ways to reduce jitter, which include synchronization at the an urstiengths. since compressed multimedia traflic

application layer, or synchronization at the asynchronous transfer 1S inherently bursty, the best way to transmit the compressed
mode(ATM) adaptation laye(AAL). The new source rate recovery multimedia traffic is through VBR connections. By this way,
scheme calleditter time-stamp(JTS) provides synchronization at more users can be supported at the same time and the bandwidth
the ATM adaptation layer AAAL2) which is used to carry variable — o5iy increases significantly due to statistical multiplexing. In

bit-rate traffic such as compressed voice and video. JTS is imple- . - . - . .
mented, and experiments have shown that it is able to recover the particular, the bandwidth gain of multiplexing VBR sources into

source rate. AAL2 packets has been demonstrated in [18]—[21].

Index Terms—ATM adaptation layer 2 (AAL2), ATM networks, In this paper, W? 'ntrF’duce a new source rate re_covefy
constant bit-rate (CBR), synchronization, timing recovery, vari- Scheme, called the jitter time-stamp (JTS) approach which will
able bit-rate (VBR). be used in AAL2 layer. Recovering the source rate at the AAL2

layer has the following advantages.
|. INTRODUCTION » The computational load of the application layer can be
reduced.

LOCK recovery at the ATM Adaptation Layer 1 (AAL1) . There is no need for traffic smoothing since traffic is sent
utilizes the synchronous residual time-stamp (SRTS) g5 vBR.

method [14], which is designed for constant bit-rate (CBR) . R video coding is allowed and relatively stable picture
traffic carried by AAL1 packets. The SRTS method maps the quality can be achieved.
service clock to the network clock to determine the packet's , \ygRr sources can be multiplexed to achieve high band-
residual timing information. This information is used by the  \idih gain while QoS requirements can still be satisfied.
receiver with the network clock to reconstruct the source rate. _, . . . .

This paper is organized as follows. In Section Il, we present

The pulse stuffing and the absence of a network clock i, /ey of the new source rate recovery scheme called JTS.

SRTS [14], [13] contribute additionally to the jitter, which is thein Section II-A, we describe the initialization steps necessary

packet’s arrival time deviation from its expected arrival time. ) .
N . . to obtain the round-trip delays measured at the source and re-
Pulse stuffing introduces jitter even at undesirable low fre-

. . ! ) ceiver, and the reference network delay. In Section 1I-B, we ex-
guencies depending on the pulse stuffing ratio between the nét-. ; R
ain how packets obtain their time indication) at the source,
work clock and the source clock. Research has been conducteq . . . - .
in Section 1I-C, we describe how timing packets are dejit-

to determine pulse stuffing ratios which minimize the Waitingere
time jitter [12] (or pulse stuffing jitter in conventional stuffingb

synchronizer). Since the receiver depends on the network clt%c

; o rms data and timing data will be used instead of packet's pay-
to reconstruct the source clock, a slight deviation of the netwoy - ) .

. o oad and timing packet’s payload, respectively, throughout the
clock will create noise in the reconstructed source clock.

A new scheme is proposed in [15] to reconstruct the SourEaper. Due to the changes in the network condition and drifting
prop re]eference clocks, packets’ jitters are biased. This situation is

frequency in the AAL1 layer. The scheme uses a buffer contr; ; U .
. . . ) also addressed. After incoming timing packets are dejittered, the
technique which changes the bandwidth of the low pass filter ac- . .
. . - source rate is recovered with the source rate recovery scheme.
cording to the filling level of the buffer and the statistical char: :
L - In Section I, we evaluate the performance of the JTS scheme.
acteristic of the jitter.

To date, to our knowledge, there is no source rate recovelpysecuon IV, we conclude the paper.

scheme for AAL2 [10]. AAL2 is mainly used to carry variable
II. JITTER TIME-STAMP (JTS) APPROACH
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constant, e.g., a video stream. The interburst time is the time | Source

tween two bursts of data. The independent burst traffic is wh Time Indication (TI)
both the size of the burst and the interburst time vary. Telepho Cs

is an example of this. Independent burst traffic is more tolerat z,.,.nc. cioct ) Tj; Counter et

to the playout delay of a burst. For example, a voice talkspt N

could be delayed while the listener does not find it annoyin
On the other hand, a video stream burst is very sensitive tO iriming Packe: Arrival Plse when
playout delay. If a frame is delayed, it will cause jitter move timing packet
ments in the video. The CBR traffic is also another example u:
dependent burst traffic, where the size of burst and interbugg$ 1 Time indication.
time are constant.

The JTS recovers the source rate rgther than the refefe_aﬁﬁ sent aBRA while otherwise nothing is sent. Each packet is
clock to maintain a temporal relationship between consecutlggsumed to be fixed size.
packets of a real-time VBR stream. Unlike the CBR traffic, the 1o (o .aiver can then use t8BA value to calculate the ref-
VBR traffic has a difference in the meaning between source rate. | . 0. frequency used at the AAL levely, is the ref-

and reference clock. The reference clock is a clock used by ; . : .
application to send a packet to the AAL on every clock tick. _Hg?%nce clock frequency in hertz (Hz) with which & packet is

: cessed at each clock tick. For example, iERA is 400
source rate is the number of packets sent to the AAL per sec kets/s, therf, is 400 Hz.f, is used by the source to send a
since the VBR traffic consists aiN andoFF periods. ’ N o

. . ket f h lication | AAL with h clock tick.
Unlike the SRTS which encodes the source rate by a ref acket from the application layer to with each clock tic

) . he period of the reference clock frequengyis then
ence clock derived from the network clock and transmits the P ) quency

source rate to the receiver, JTS recovers the source rate by re- T, = — (s). ©)
moving AAL packet’s network jitter, removing clock drift be- Ir

tween source and receiver, and detectngorr periods of the Also, the valueV is sent to the receiver by the sourdéis the
VBR traffic at the receiver. As a result, JTS does not depend gomber of reference clock cycles p&f counter increment as
the network clock. The receiver is driven by the reference clogkown in Fig. 1. It also indicates how often packets are inserted

frequency that is set and sent by the source. with timing information, which is explained in Section I1-B.
The JTS approach has the following procedures.
* Initialization. B. Source Behavior

* Source BehaviorHow timing information and sequence The VBR traffic has typicabn (active) andbFr (passive) pe-
numbers are inserted into data packets, which are sentiiis. During an active period, the VBR traffic is packetized.
the receiver. This information is needed by the receiver Eyery packet generated by the source will carry a sequence
reconstruct the VBR traffic’s source rate. number (SN). Before we proceed with the description of the

* Receiver Behaviortiow VBR traffic’s source rate is re- source behavior, we present some definitions.
constructed at the receiver with the timing information, se- pefinition 1—Timing Insertion:Every Nth packet contains
quence number, estimated jitter, and the waiting time f@fe timing information. Such packet is referred as a timing

the next packet from the source. packet, as previously mentioned. Insertion of this timing
o information at everyVth packet is callediming insertion
A. Initialization As shown in Fig. 1, the value af, counter is latched when

Before VBR traffic is sent to the receiver, initialization bethe timing packet{ th packet) arrives. The latched value is the
tween source and receiver is performed. Both the source dimde indication 1) for the N'th packet. The number of bits used
receiver send a packet to acquire the round-trip delay of tfas C, counter is
network.Ds and Dy are the round-trip delays measured at the Toione
source and receiver, respectively, in terms of reference clock cy- b> [108‘2 <T N 2)}
cles. The source and receiver then communicate their round-tri '

delays,Ds andDg, and select the reference network defiy;. WﬁereN is the number of reference clock cycles gé&rcounter
increment,Z; is calculated by (3), and,,,.x is the network’s

Dyt = 1/2 - max{Ds, Dg}. (1)  maximum jitter in seconds. The value 2 on the right-hand side
of (4) is needed, because the time indicati®f) fust be able
to represent twice the network’s maximum jitter in order for the
receiver to estimate the received packet's jitter with counters.
Equation (4) must be satisfied in order for the dejittering process
at the receiver to work properly.
SRA =~ (packets/s) (2)  Definition 2—Timing Insertion AccuracyA timing packet

n could arrive before th€’; counter changes to the next value,
where~ is the source rate in bytes/s ands the number of sinceC; counter changes value eveNyreference clock cycles.
information bytes per packet. For example, a voice talkspurt (&he timing insertion accuracy is the number of reference clock
active period) is packetized withinformation bytes per packet cycles away since when tlig counter has last changed its value

(4)

The VBR traffic has the typicadN (active) andFF (passive)
periods. We assume packets are sent at sourc8Rateduring
the active period. The source rate for active peS&i\ is also
sent to the receiver by the source as
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Fig. 2. Dejittering and source rate recovery.

when a timing packet arrives and obtains the time indicatias arrived out of order, otherwise the correct positiois at the
(Tn. tail of B,:.. After the correct position is found, the data and
Since the choice oV in (4) affects the timing insertion ac- SN are extracted from the packet and stored at position
curacy, an error similar to quantization error may occur. If thB,,;, and the sequence number buffésy, as shown in Fig. 2.
packet’s arrival time is asynchronous, i.e., when packet arrivélhen the received packet is a timing packet, the adjusted ar-
pulse is not aligned with rising edge of the reference clock, theimal time (AdAT) will be stored at positiow in the time buffer
this errors psertiona IS CONstrained by Biime after the timing packet's Tl is processed as described in
EinsertionA S N Tr- (5) the fOHOWIng section. . . .
) . 2) Timing Packet Arrival: A pulse will also be generated
Since the reference clock is the same as the source clockyy the receiver when the received packet is a timing packet,
the packet’s arrival time is synchronous to the referenge clogks shown in Fig. 2. After which the countefs. and C, are
As aresult, the errofinserions for the synchronous caseis  |atched. The countef,. ticks every reference clock. cycle

Einsertions < (N — 1) - T;. (6) while the counter’;, ticks everyN reference clocl; cycles, as
shown in Fig. 2. The latched values of the countégsandC,
C. Receiver Behavior arer; ¢ andrc, respectively. Bothye andr ¢ values capture

the arrival times of a timing packet where- is more precise

When VBR traffic in an active penod’ is p.acke.uzed and serin measurements tha.c; because c; has the precision of one
through an ATM network, the packets’ arrival time at the re-

. . ) . . . reference clock cycle whileyc hasV cycles. The number of
celvermay dev_lat_e from their ’e_>_<pected af”"a' tlm_e. _The recelvglrts for countelC; is b, i.e., the same size as time indicatidm)(
estimates the timing packets’ jitter by using the timing packets, - . .
. . . : ile the number of bits for counte?,.. is

Tl and their measured arrival time, which are latched values o
two counters. Th&'l is used to capture both the variable and bio > [10& <<ﬂ> 2>—‘ . (7)
constant part of the network delay, but only the variable part is I
significant. It is the varying network delay that causes jitter tdmax andT; are described in Section II-B.
packets. At the receiver, the source rate is recovered by using\Iso the time indication Tl) is extracted from the timing
the timing packetsTl, sequence number, estimated jitter, anpacket in theTl extraction and EAT calculatioblock as shown
the waiting time for the next packet. in Fig. 2. TheTl is used to calculate the expected arrival time

A detailed description of the receiver behavior will be dis(EAT) by
cussed in the following sections. Dot

1) Packet Arrival: As shown in Fig. 2, when a packet arrives EAT = <TI + [ R; w> mod?2? (8)
at the receiver, theort packeblock uses the received packet's
sequence number (SN) to find the correct positian the data whereD,.; is determined by (1) is the number of bits reserved
buffer By, for inserting the new data when the received packédr time indication 1), andV is described by timing insertion.
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In addition, the value of countef;. is latched at everyV 18t Mean Network Delay

reference clockf, cycles (or whenever countér. increments 1" Network Condition 2T

. . . . . . R Network Delay {Dyp4)
its value) as shown in Fig. 2. The latched valuejis, which is N‘mce cowort meiy (Brep

used to determinexc’s error in measuring the timing packet's™g :
arrival time. Constant Nerwork Delay " Network’s Jitter Due to Queueing Delay

Once the EATy1¢, T1cy, @and7ne are calculated by (8) and 3k / By
obtained by latching counters;. and C. , respectively, the
timing packet’s estimated jittef; in number of reference clock Kt Network Condition
cyclesiis calculated in thestimate jitteiblock as showninFig. 2
by 0
Wy ) My o and Sk could be positive or negative.
J, P = J, main + J, tail (9) They depend on the reference network delay and K nerwork condition.

where: represents the jitter of timing packéetJ/,,,;, is calcu- Fig. 3. Jitter bias and drift bias.

lated by
may occur, but it is not accumulative like SRTS due to low-fre-
Jmain = N - [(EAT — 7y¢) mod2’] (10)  quency harmonics. JTS may speed or slow data to the applica-
) tion layer to compensate for the slip. This type of clock drift
where.Ji ;1 is

is factored into the estimated jittgf and removed frony; by
Jeait = (T1¢ — T1cy ) MOd21€ (11) takingu; away to obtain the bias adjusted jittér.

_ _ The bias adjusted jittef; is calculated by
wherer; - and 7, are obtained by latching countér,. as

shown in Fig. 2 and,c is given in (7). Ji=(Ji+6r) —m (15)
After the estimated jittes; is determined by (9), it will be ad- where J; is the estimated jitter computed by (9) afidand .,
justed due to bias such as network condition and drifting clocksy (14) and (12), respectively. After substituting (14) into (15),
andD,.; may not be the mean network delay. The bias adjustésk adjusted jitter; is obtained as
jitter .J; in number of reference clock pycl_es_ls measur_ed rglanve R Ji — uy, first network condition
to the first mean network delay, which is illustrated in Fig. 2. Ji= { N
Thus, it is necessary to find the deviation (or jitter biag)at Ji — p,  kth network condition.
which the reference network delay() calculated by (1) is ~ The number of estimated jittef; must be large when com-
away from the first mean network delay as shown in Fig:;3. puting iz, by (13). This is to avoid the additional error when
is computed by determining the bias adjusted jittdy by (15) while 1, is ap-
proaching its mean value in (13).
After the estimated jittey; is obtained from (9), itis adjusted
Z‘]i for the bias by thedjust the jitter biaslock as shown in Fig. 2.
==L (12) The adjusted jitted; given by (15) is then used to capture the

My

M= /M
1 adjusted arrival time (AdAT):
wherel; is a constant, and; is the estimated jitter calculated AdAT = (ri¢ — J;) mod2¥e (16)

by (9). . . .

The network condition may change over time, and the reféfn€réric is obtained by latching the countéf,. when the
ence clocks at the source and receiver may drift from each otHgiNg packet arrives whilé, ¢ is determined by (7). The com-
overtime. These are classified as drift bigrom the firstmean Puted AdAT, (16), is then stored at positierof the time buffer
network delay akth network condition as shown in Fig. 3. SoBtime as described in Section II-C-1. _
it is important to find the jitter biag,. at which the reference 3) Control Playout: When a packet arrives at the receiver as

network delay D,.¢) is away from theith mean network delay shown in Fig. 2, a pulse is generated and sent toGbetrol

at kth network condition Playoutblock. Then a waiting time counter is initialized and
M, turnedoN in the Control Playoutblock. The waiting time value

Z J; Whext fOr the next packet arriva_l is measured i_n units_ o_f refer-
N ence clock cycles. If each reC(_alved packet arrives vyyﬂu_gh _
P = s 1) (13) whereWnext'|s Ies; than3yait, ie., t_he threshold wh|ch. indi-

k k-l cates an active period, the waiting time counter resets itself and
where M, are constants fok = 2, ..., co. My could have W, is set to zero. Otherwise, a playout signal is sent to the
different values depending on how often the receiver wants figcover source ratélock as shown in Fig. 2.
updateyiy. 6y is then When the data buffeB..., is empty, the waiting time counter

81 = 1 — [k (14) resets apd tur.neFF. Also, theWm}Xt andSa,, i.e., the sum of
playout time differencé\; as obtained from (17), are setto zero.
The reference clocks at the receiver and source may also dfift, is computed in the&Control Playoutblock with parameter
from each other, because they are not synchronous, and buffgr (18), when there are AdAT in the time bufféi,,.. Sa,
slips may occur. This problem is addressed.y Buffer slips estimates the playout duration of the received packetSa|f
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is greater than a certain value, i.€;j.., it indicates to the The PLL's output signajfs which is the reconstructed source
receiver that the source maybe sending a long burst, and itisck is then
fine to send packets to the application layer.

[T/2] fs =N fsignal (HZ) (21)
Sa, = Z A, (17)
t=1 where the PLL has a multiplying factor @f. Note that the re-

g-constructed source clock has/oFF periods of pulses, because
fsignal 1S generated based on (19), (20), and playout signal from
the Control Playoutblock as shown in Fig. 2. As a result, it is
different than the reference clock which runs on a constant fre-
A = (Gt — G) mod2e (1) auency. i
The reconstructed source clogkis used to service the data
where(;+1 and¢; are the AdAT in the time buffeBiime which  buffer By.i. as shown in Fig. 2 octets are sent to the applica-
correspond td¢ + 1)th and¢th timing data in the data buffer tion layer with eachy; clock tick since a data ig octets long.
Buasa, respectively, and, ¢ is determined by (7). Throughout Sequence numbers in the sequence number hiffgrare also
the remainder of the paper, the subsctipf A, is dropped to discarded byf; where each clock tick discards one sequence
represent the playout time difference betwgerand i, i.e., number.
AdAT corresponding to the second and first timing data in the Whenever a timing data is at the head of the data buffgr.,
data bufferByata- while data is being sent to the application layer by the recon-
B b structed source clock., the head timing information AdAT of
A = (¢ — (1) mod2™e. (19)  the time bufferB,,,. is discarded after the time buffé, .. re-
If Sa,, (17), is greater thate:, i.e., the threshold which in- ceives theTiming Data Pulsas shown in Fig. 2. A new playout

dicates that the source may be sending packe atobtained tMe differenceA and a new number of pulséswithin A are
from (2) during the active period, then the constant rate indicafgiiculated by (19) and (20), respectively, for the rgvandg,
(CRI) is set in theControl Playoutblock, and a playout signal P&!!"
is sent to theecover source ratblock as shown in Fig. 2. Note ~We provide an example timing diagram of the receiver illus-
that a choice Ofyjie; and Ayai; should have values close tofrated in Fig. 2. The timing diagram is shown in Fig. 4. For the
Jumax, SO @ change in the network’s condition will not affect th€xample,lV is equal to two. That is, for every two packets, a
source rate recovery scheme. timing indicator(TI) is inserted into the packet. Also, the refer-
4) To Recover the Source Ratafter the playout signal is €nce clock frequency; value is not specified, because we are
received by theecover source ratdlock as shown in Fig. 2, trying to show the response of the receiver at each clock cycle.
therecover source ratelock calculates the number of pulsgs N addition, the example only shows how the receiver handles a
which will be generated within the playout time differenae burst of three incoming packets. For simplicity, bth.;; and

where?’ is the number of timing information AdAT, i.e., the a
justed arrival time, in the time buffe®,;,,., andA, is computed
from

determined by (19). tyirer are equal to ten reference clock cycles. Usuably,i
and aigter are given in units of seconds. They are converted
)\ = SN> — SNy (20) into number of reference clock cycles after the reference clock
N frequency is known. In addition, all receiver's components are
whereSN; andSN, are the sequence numbers correspondi@gsumed ideal, i.e., no delay, so racing condition is assumed not
to (; and(e. to occur in our example.

Since the source rate recovery scheme uses the received firgit every reference clocl, cycle, theCounterC, is incre-
and second timing data’s sequence numbers and their AdATented as shown in Fig. 4. The period of @ N clock cycle
i.e., 4 and{,, to recover the source rate, packet loss does risttwo f, clock cycles sincéV is equal to two. At every rising
affect the source rate recovery scheme. edge of thef,/N clock, theCounterC, is incremented, and

For example(; and (. point to the first and second timingthe CounterC;. is latched. The latched value GounterC;.
data in data buffeBats, and.N as described by timing inser-is 71 ¢, . At marker A position in Fig. 4, a packet arrives, and a
tion is equal to 5. Also, a timing data is assumed missing. Facket Arrivalsignal pulse is generated. Since the packet con-
the first and second timing data have sequence numbers 1 taids aTl value, aTl Packet Arrivalsignal pulse is also gener-
11, respectively, and their playout time differenkds ten ref- ated. In addition, th€ounterC;. andCounterC, are latched.
erence clock cycles, two pulses will be generated with equEteir latched values arg andryg. At that time, the AdAT is
interval within ten reference clock cycles. If the timing data iassumed to have a calculated value of one as shown in Fig. 4.
not missing A is then equal to one. WA is five reference clock In addition, theNumber of Data inBg.:a, Number of Data in
cycles, one pulse will be generated within five reference clodksy, and Number of Data inB;,,. are incremented by one,
cycles. In ten reference clock cycles, two pulses are generataul] thewaiting time counters turnedon, which is indicated by
which is the same as if timing data is missing. As a result, tlee Waiting Time Counter Statgnal. As a result, the waiting
source rate recovery scheme is robust to packet losses. time valueW ., starts to increment by one on every reference

Let f.igna1 be the generated pulses, and it serves as the refeleek f; cycle, and at markeB position as illustrated in Fig. 4,
ence signal to the phase-locked loop (PLL) as shown in Fig.the W, value is incremented from zero to one.
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Another packet arrives at markeér position, but this packet andG positions, theliming Data Pulsesignal pulses to remove
does not carry any| information. That is why thé&acket Ar- AdAT from By;,,,. buffer at markerdy andG positions. When
rival signal has a pulse while thid Packet Arrivalsignal does theNumber of Data irB,.:, is empty, thaVaiting Time Counter
not have a pulse at markeér position. TheNumber of Data in Statesignal is reset, and th&aiting time counters turnedorr
Buaaia andNumber of Data inBsyy are incremented by one. Theat markerG position.
waiting time counteis reset, and the waiting time vallié, .. is
reset to zero. At markep position, the third packet arrives with
a Tl value. BothPacket Arrivaland Tl Packet Arrivalsignals
pulse. Afterward, th€ounterC;. andCounterC, are latched, = We performed simulations to test JTS. The simulation model
and their values arg  andryc, respectively. The assumed calis illustrated in Fig. 5. The source traffic is packetized into
culated value of AdAT is 3, as shown in Fig. 4. AAL packets which are encapsulated into ATM cells. The

After the third packet, there is no more packet coming intAAL packets are AAL1 type for CBR traffic and AAL2 type
the receiver, and the waiting time vallig,.,; increments by for VBR traffic. Each timing AAL packet contains one byte
one on every reference clogk cycle. WhenW,.; reaches 10, of time indication {1), soé is 8, (4). Note that (4) only gives
thatis, the value 9., at markerEy position, thefsignai Signal  the lower bound forb. All AAL packets also contain 7 bits
pulses. From (19) and (2Q}\ is equal to 2, and is equal to 1. of SN. The application traffic from the source is modeled as
That is why there is only one pulse within two reference clooN andorFr. The traffic is sent aBRA which is calculated by
f: cycles. We ignore the performance of a PLL, and the reco) whenoN, and nothing is sent when otherwise. Also, the
structed source clock is given by (21). As a resulff, is twice packets’ arrival time at the ATM adaptation layer is assumed to
as fast assigna. TheNumber of Data inBy.;, andNumber of be synchronous to the reference clock, and the timing packet
Data in Bsy each decreases by numeric value of 1 on eyery arrives when theC, counter changes value. So, the timing
clock cycle at marke#, F', andG positions. If the data being insertion errofiysertions IS Z€ro.
sent to the application layer is a timing data, e.g., first and third Also, one AAL packet generation is equivalent to one ATM
data in theBy,., buffer, which is shown in Fig. 4 at markét cell generation from the source’s point of view. The ATM cells

I1l. PERFORMANCE EVALUATION
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Jitter Spectrum with Fs=44.736 MHz and Fnx= 155.52 MHz
T T

are sent through a 44.736-Mb/s ATM virtual circuit (VC) as s

shown in Fig. 5. A network jitter distribution of ATM cells | .. T ey
through an ATM network is used to test the JTS since only tt [ - |

packets’ jitter have an effect on JTS. The network jitter distribt 5,
tion can be characterized as geometrically distributed when t
number of nodes between the source and receiver is large ¢ [~
the background traffic is heavy [17]. Background traffic is the
traffic which competes for the same resources as the applit
tion stream when the application stream is sent from a source® 1
a receiver. The background traffic is 155.52 Mb/s. The netwol ,|
jitter is modeled as geometrically distributed with probability o
success equals to 0.3 as shown in Fig. 5. 62
After the ATM cells obtain their jitters, they are depacketizer |
into AAL packets at the receiver. We set thg.; value that is
calculated by (1), i.e., the reference network delay, to zero %
allow for the maximum time which JTS takes to determine th i _
mean network jitter at the receiver. We also@gc;, wait, and 0 100 20 ety 500 o0
Jmax 10 100 ms. For simplicity, we did not use a PLL in sim-_ _
ulations. The reconstructed source cloCKMS fuignay Without ~ Fi9- 6. Jitter spectrum of JTS and SRTS.
going through the PLL. We avoided the PLL here, so only the
performance of JTS is analyzed without taken into account &FS lacks SRTS’s harmonic spikes with first harmonic at 64 Hz.
the loop gain and filtering effects. As N gets larger, JTS’s jitter spectrum becomes much worse
To evaluate the performance of JTS, we compare the perftran SRTS. On the other hand, M gets smaller, JTS’s jitter
mance of SRTS and JTS with CBR traffic. We also analyze tisgectrum becomes much better than SRTS. All the JTS’s pro-
performance of JTS with VBR voice and video traffic. For altesses are essential to its jitter characteristics, especially JTS’s
simulations, only the first network condition is used whafe ability to allow different values aiv, i.e., the frequency at which
is set equal to the number of AAL packets generated for thiee time indication Tl) is inserted into a packet, for different
source traffic. Also, the source and receiver are implementediypes of traffic.
software. All simulations are performed on 30-s traffic. Note The jitter spectrums of JTS and SRTS do not have a high-
that the JTS is mainly developed for AAL2 to handle real-timdecibel rolloff, because a simple low-pass filter with a single
VBR traffic, but it is not limited to AAL2 since JTS recoverspole at 0.95 is used instead of a PLL in [14]. A first-order ap-
source rate by maintaining temporal relationships betwegroximation of the simple low-pass filter's cutoff frequency is
consecutive packets of a time-sensitive data stream transpoi&8 Hz. An off-the-shelf PLL has a cutoff frequency of around

across an asynchronous network. 100 Hz. In order to minimize the effects of SRTS’s harmonic
spikes, a specialized PLL with a low cutoff frequency of around
A. JTS Versus SRTS 20 Hz is needed. This would result in higher cost to build the

A CBR simulation with nominal source DS3 frequenc)yeceiver. Since SRTS requires 4 bits of timing information for
(44736000 Hz) and network frequency (155520000 Hz) &/ery eight AAL packets, the best fit in performance and cell
performed. The DS3 traffic is transmitted by AAL packetsf_ormatting to JTS is whetV equals to 8. JTS will use 8 bits of
Each AAL packet contains 47 octet of source informatiodiming information for every eight AAL packets.

The AAL type used is AALL. The jitter performance is only i ) i

measured in ideal situation: the receiver's buffer is able & JTS With VBR Voice Traffic

tolerate the maximum jitter, and the clock drifts do not exist. A 8-kB/s voice signal is packetized into AAL2 packets where
Under ideal situation, the only noise contribution to JTS'sach AAL2 packet contains 20 octet of voice information. The
reconstructed source clock is the network’s jitter while SRTSRA is 400 AAL2 packet/s. The voice signal is modeledas
consists of the destuffing jitter. The JTS recovers timingndorr. TheoN andorFdurations are exponentially distributed
information by measuring and removing each AAL packetwith averageoN period of 400 ms and averageF period of
jitter. It uses a geometrically distributed jitter distributior600 ms. The voice signal is transported through a 44.736-Mb/s
with probability of success equal to 0.3. The jitters are iWC. The jitter is geometrically distributed with probability of
milliseconds. The jitter distribution is calculated based on [18uccess equal to 0.3 since the background network traffic is as-
where the source stream is competing with the backgrousdmed to be 155.52 Mb/s.

traffic. The source stream is running at 44 736 000 b/s while From Fig. 7, the playout time of the reconstructed voice bursts
the background traffic is at 155520000 b/s. The performanagthe receiver is trailing the playout time of the actual voice
of SRTS under ideal situations can be found in [14], [13], [12bursts, because talkspurts at the receiver are allowed to be de-

A jitter spectrum comparison between SRTS and the ndayed. By delaying the playout time of the talkspurts, data as-
timing scheme (JTS), Fig. 6, shows that JTS is about 1 dB higtsaiciated with the talkspurts could arrive in time for playout to
than SRTS for all frequencies whevi is equal to 8.V is the minimize jitter within voice bursts. Users will not notice the
number of AAL packets when there is timing information. Alsosmall initial playout delay of bursts, but they are aware of the
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Reconstructed Source Rate Vs. Actual Source Rate (N=8) Reconstructed Source Rate Vs. Actual Source Rate (N=8)
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Fig. 8. Probability density function\ = 4,8,12). Fig. 10. Probability density function{ = 4, 8, 12).

jitter within the bursts. The probability density function of re\/C with 155.52-Mb/s background network traffic. The jitter
constructed source rate’s error, reconstructed source rate migiggribution is also geometrically distributed with probability
actual source rate, is plotted in Fig. 8. Singg:.. is setto 100 of success equal to 0.3.
ms, error above 40 AAL2 packet/s are due to playout delay of A plot of the reconstructed source rate versus the actual
each talkspurt. The average error from the actual source ratgdsirce rate in Fig. 9 shows that the reconstructed source rate is
—0.9307 AAL2 packet/s forV equals to 8. The average valu€ollowing the actual source rate. Only 10 s of the 30-s traffic
is negative, because the reconstructed source rate is trailingith@lotted in order to show more detail information of the
actual source rate on average by 0.9307 AAL2 packet/s.  simulation results. The probability density function (pdf) of

) ) the error from the actual source rate is in Fig. 10. The average
C. JTS With VBR Video Traffic error is —2.5509 AAL2 packet/s forN equals to 8. AsN

A generalizedoN/oFF video traffic which bursts every 63 increases, the average error also increases. \Whdacreases,

ms has a random active duration uniformly distributed frotthe average error also decreases. The average error for VBR
10 to 40 ms. WheroN, the video traffic is sent at 8 kB/s. A video traffic is higher than VBR voice traffic, because VBR
8-kB/s video rate is used, so a comparison between VBR voigieeo traffic bursts periodically and expects to be played out
and VBR video could be done. The purpose is to see the effpetriodically. On the other hand, the playout time of each voice
of the VBR video type traffic on the new source rate recovetplkspurt could be relaxed without distorting the perceptual
scheme. The video traffic is packetized into 20-octet AALBuality of the voice signal. Comparing the pdf of VBR voice,
packets. It is sent at 400 AAL2 packet/s wher. Like VBR Fig. 8, with VBR video, Fig. 10, VBR video traffic does not
voice, the video traffic is transported through a 44.736-Mblsave error greater than 40 AAL2 packet/s. This is consistent
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with the fact that VBR video is a dependent VBR traffic where[12] J. Walker and A. Cantoni, “Determining parameters to minimize jitter
each burst must be played out periodically and could not be ~ generation in the SRTS methodEE Trans. Communyol. 46, pp.

delayed. Hence, error greater than 40 AAL2 packet/s does Nty

82-90, Jan. 1998.
—, “Jitter analysis for two methods of synchronization for external

exist for VBR video traffic. timing injection,” IEEE Trans. Communvol. 44, pp. 269-276, Feb.
1996.
[14] H. Uematsu and H. Ueda, “Implementation and experimental results
IV. CONCLUSION of CLAD using SRTS method in ATM networks,” ifProc. |IEEE

Globecom 1994, pp. 1815-1821.

The JTS is able to reconstruct CBR and VBR traffic. It has[i5] G. Panza, S. Cucchi, and D. Meli, “Buffer control technique for trans-
a higher noise level than SRTS whén is equal to 8, but it mission frequency recovery of CBR connections over ATM networks,”
does not have SRTS’s harmonic spikes. Whedecreases, the in Proc. IEEE Int. Conf. Acoustics, Speech, and Signal Procesgaig

4, Mar. 1999, pp. 2187-2190.

noise performance is better than the SRTS. The JTS is able {g w. Matragi, K. Sohraby, and C. Bisdikian, “Jitter calculus in ATM net-
reconstruct VBR voice and video traffic with the reconstructed  works: Single node case,” iroc. IEEE Infocom1994, pp. 232-241.

source rate trailing the actual source rate. On average, the recdh?]

W. Matragi, K. Sohraby, and C. Bisdikian, “Jitter calculus in ATM
networks: Multiple nodes,JEEE/ACM Trans. Networkingvol. 5, pp.

structed source rate trails the actual source rate by 0.9307 and 122_133 Feb. 1997.

2.5509 AAL2 packet/s for VBR voice and VBR video traffic, [18] D. W. Petr, R. R. Vatte, P. Sampath, and Y. Lu, “Efficiency of AAL2
respectively, wheV is set to 8. for voice transport: Simulation comparison with AAL1 and AAL5,” in

Proc. IEEE ICG vol. 2, June 1999, pp. 896—901.

Note that the maximum jitter which a packet experiencedig) B. Subbiah and S. Dixit, “ATM adaptation layer 2 (AAL2) for low bit
during simulations is below;iger 8Nd/Sywai;, SO an unstable sit- rate speech and data: Issues and challengeByao. IEEE ATM Work-

uation never occurred. When a significant amount of packets e | shop May 1998, pp. 225-233.

T. Okutani, H. Watanabe, and T. Nisase, “Performance evaluation of

p?rience jitter which are. gre?-ter_thaﬂtter and Byait t_he \_]TS multiplexing AAL2 voice traffic and TCP/IP data at the ATM cell level,”
will cause an unstable situation in source synchronization such  in Proc. IEEE ATM WorkshaMay 1999, pp. 391-396.

as buffer underflow and significant packet drop Hem%Qt [21] H. Saito, “Performance evaluation and dimensioning for AAL2 CLAD,”
. Ler

and 3,,,;+ must be chosen carefully. The size of AAL packets

in Proc. IEEE Infocomvol. 1, Mar. 1999, pp. 153-160.

and the choice oV also affect the reconstructed source rate’s

performance. They should be selected to satisfy the traffi¢s, _
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