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Abstract - Currently there is no control for real-time traf-
fic sources in IP networks. This is a serious problem be-
cause real-time traffic can not only congest the network but
can also cause unfairness and starvation of TCP traffic. In
this paper, a new rate control scheme, RCS, is introduced
for real-time traffic in networks with high bandwidth-delay
products and high bit error rates. RCS is based on the
concept of using dummy packets to probe the availability
of network resources. Dummy packets are treated as low
priority packets and consequently they do not affect the
throughput of actual data traffic. Therefore, RCS requires
all the routers in the connection path to support some pri-
ority policy. Simulation experiments show that in environ-
ments with high bandwidth-delay products and high bit er-
ror rates, RCS achieves good throughput performance with-
out penalizing TCP connections.
Key Words: Real Time Protocols, Flow Control, High
Bandwidth-Delay Products, High Bit Error Rates.

I. Introduction

REAL-TIME applications have strict requirements on
end-to-end delay. For this reason the Differentiated

Service and Integrated Service models have been proposed
in recent years [4], [25]. Both of them try to guarantee
lower bounds on the bandwidth allocated to each flow and,
consequently, upper bounds on the end-to-end delay. Both
Differentiated and Integrated Service models require a high
amount of resources and, as a result, the services relying on
them are expected to have high cost. On the other hand,
there will be a large number of users interested in using
real-time applications at a low cost. These users will share
network resources without any reservation.
In a shared network, such as the Internet, all traffic flows

are expected to be good network citizens or TCP friendly
[23], i.e.,
• Rule 1: Their transmission rate can increase as long as
the network is not congested, and
• Rule 2: Their transmission rate must decrease immedi-
ately when the network is congested.
Next generation IP-routers will penalize traffic flows not
compliant with these rules [10].
In case of real-time streams, transmission rate, S, can

be adjusted by adapting the quality of transmitted stream
based on the available bandwidth. For example,

The work of JT, GM, and IFA was supported by NASA-Ames under
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• Layered encoding is used and the source transmits the
maximum number of layers that can fit in S [23].
• Encoding parameters are changed so that the output
traffic rate is not higher than S.

Consequently, the quality of transmitted streams adapts to
network condition.
Recently, much research work has been done to define

TCP friendly rate control protocols for real-time applica-
tions in terrestrial networks. For example, in [13] a TCP-
like scheme that does not perform retransmissions is pro-
posed. The Streaming Control Protocol (SCP) is intro-
duced in [6]. SCP is a modified version of TCP [14], [15]
that performs TCP-Vegas-like rate adjustment [23]. In
[19] and [28] transmission rate is adjusted based on TCP
throughput model [11], [20]. In [27] and [23], two rate adap-
tation protocols, namely LDA and RAP, are presented.
Both of them perform flow control for real-time streams
by means of mechanisms very similar to those of TCP [14].
Packet losses are the only congestion sign in the current

Internet. Accordingly, all previous schemes decrease trans-
mission rate when packet losses are detected. However,
some links, such as wireless and satellite links, are char-
acterized by high link error rates and thus, packet losses
can occur due to link errors with probability even higher
than 10−2 [3], [1]. If the source decreases its transmis-
sion rate when a packet loss occurs due to link errors, then
network efficiency decreases drastically [17], [21], i.e., it
can be lower than 20%. This problem is amplified by the
long delays involved in most Internet communications. For
example, in Table 1 we show the round trip time, RTT ,
values measured when the mail server of the University of
Catania (Italy) is connected to the WEB servers of other
universities. Moreover, even higher RTT values have been
observed in Wireless Wide Area Networks. For example,
typical values of the round trip times in Cellular Digital
Packet Data (CDPD) networks range between 800 msec
and 4 sec [26].
Delay can be high because of the high hop distance be-

tween the two end systems. In fact, each hop causes a
new queueing and processing delay. In Figure 1 we show
the current hop distance probability distribution given in
[18]. The current average hop distance is about 16 and is
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University Country RTT

Georgia Tech USA 200 msec
University of Campinas Brasil 420 msec
Korea University Korea 430 msec
Beijing University China 800 msec

TABLE I
RTT values for long distance connections.

expected to increase in the future [18].
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Fig. 1. Hop Distance Distribution.

We propose a Rate Control Scheme (RCS) for real-time
traffic in networks with high bandwidth-delay products and
high bit error rates. RCS is an end-to-end scheme which
produces TCP-friendly traffic flows and improves through-
put performance in networks with high bandwidth-delay
products and high bit error rates. The new scheme re-
quires all the routers in the connection path to apply some
priority policy. In fact, RCS is based on the idea of using
low priority packets called dummy packets [2]. Low prior-
ity packets are also used in [5] for call Admission Control.
In our scheme, dummy packets are used by the source to
probe the availability of network resources in the connec-
tion path. If a router on the connection path is congested,
then it discards dummy packets first. If the routers are not
congested, then dummy packets can reach the destination
which then sends ACKs back. When the source receives an
ACK for a dummy packet, this is the evidence that there
are still unused resources in the network. RCS source can
then set its transmission rate accordingly.
The paper is organized as follows. In Section II we intro-

duce RCS and in Section III we show its behavior in two
different cases: first, when a packet loss occurs due to link
errors; second, when a packet loss occurs due to network
congestion. Simulation results in Section IV show that in
case of networks with high bandwidth-delay products and
high bit error rates, RCS improves the efficiency without
penalizing TCP traffic. Finally, we conclude the paper in

Section V.

II. RCS: Rate Control Scheme

RCS is an end-to-end rate control scheme which uses
additive-increase, multiplicative decrease (AIMD) [7], in
order to produce TCP-friendly traffic flows while maintain-
ing high throughput performance in networks with high
bandwidth-delay products and high bit error rates.

SOURCE DESTINATION

DECODER

RTCP RTP RTCP

UDP

           

RTP

IP IP

UDP

network

ENCODER

RCS  RCS

Fig. 2. RCS Architecture.

RCS is mainly implemented at the source but also needs
some functions at the destination as shown in Figure 2.
The value of the transmission rate, S, is determined by the
rate control functions performed by RCS. The proposed
scheme will run on top of RTP/RTCP [24] and UDP as
shown in Figure 2.
At the destination RCS layer sends back an acknowledge-

ment (ACK) for any received packet, as also suggested in
[23]. Note that these ACKs are used only for flow control
as will be explained in the following. No retransmissions
are performed. At the destination, RCS layer passes the
received data packet to the decoder and discards dummy
packets.

A. Dummy Packets

RCS is based on the use of dummy packets. Dummy
packets are low priority packets used by the source to probe
the availability of network resources [2]. If a router on
the connection path is congested, then it discards the IP
packets carrying dummy packets first. Consequently, the
transmission of dummy packets does not cause a decrease
of throughput of actual data packets, i.e., the traditional
packets. If the routers are not congested, then the dummy
packets can reach the destination which sends the related
acknowledgements. The ACKs for dummy packets are car-
ried by low priority IP packets. The source interprets the
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ACKs for dummy packets as the evidence that there are
unused resources in the network and accordingly, can in-
crease its transmission rate. Observe that dummy packets
produce some overhead, but we outline that they use re-
sources which otherwise would be unutilized.
The new scheme requires all routers in the connection

path support some priority discipline. In fact, RCS injects
dummy packets into the network regardless of the current
traffic load. As a consequence, dummy packets may congest
routers and effect data packet throughput if a router on the
connection path does not apply any priority policy. Note
that in traditional IP [22] networks the IP type of service
(TOS) can be used for this purpose. In fact, one of the eight
bits of the TOS field in the IP header gives the priority level
of the IP packet [22]. Instead, more recent IP versions, e.g.,
IPv6 [9], explicitely provide several priority levels.
Currently, some routers in the Internet do not apply any

priority policy. However, in the near future, Internet will
support quality of service through the Differentiated Ser-
vice Model (DiffServ) [4], which requires all routers to sup-
port multiple service classes. As a consequence, all recent
commercial routers, e.g., Cisco series 7000 and 12000 [8],
support at least the IP TOS.
Applications generating low priority traffic may be pe-

nalized by dummy packets even if priority is supported by
routers. In fact, dummy packets may cause congestions for
low priority traffic. Those congestions, however, last for a
short period. In fact, dummy packets are transmitted only
in two cases:
• In the beginning of a new connection. This occurs only
once for each connection and the RCS source transmits
dummy packets for a period long one round trip time ap-
proximately.
• When a data packet loss is detected. Packet losses can
be due to network congestion or link errors. In both cases
RCS transmits dummy packets for a period no longer than
one round trip time. Moreover,
– If the packet loss was due to network congestion, then
high priority traffic is already using all the resources, i.e.,
no low priority traffic is passing through the connection.
– If the packet loss was due to link errors, the transmitted
dummy packets may harm low priority data traffic. How-
ever, we will show that the payback for this problem is a
high increase of the throughput of high priority traffic.
As shown in Figure 3, RCS source is a finite state ma-

chine model with three states: Initial, Steady and Detected.
In the following we present the behavior of RCS source in
each of the above states.

B. Initial State Behavior

In the beginning of a new connection, the source has
to set the initial transmission rate value, SInitial. Let
SAvailable be the transmission rate sustainable by the net-
work. The choice of SInitial is important, because
• If SInitial >> SAvailable, then the new connection will
cause network congestion.
• If SInitial << SAvailable, then resource utilization is low
and will be low for a time interval proportional to the
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Fig. 3. Finite State Machine Model of the RCS Source.

bandwidth-delay product.
RCS starts a new connection in the Initial state and

remains there for a time interval, tInitial, equal to two
times the estimated round trip time, SRTT , i.e., (tInitial =
2 · SRTT ). RCS maintains an SRTT value as in case of
TCP [14]. There are different methods to compute SRTT
[14], [16], [30]. In our scheme, we use SRTT only as a ref-
erence timescale, thus, RCS performance is independent of
SRTT selection.
During the Initial state phase, RCS source executes the

Initial() algorithm shown in Figure 4.

Initial()
t0 = t;
t1 = t0 + SRTT ;
tEND = t + 2 · SRTT ;
IPGDummy = 1/STarget;
tnext dummy = t0 + IPGDummy ;
nACK = 0;
while (t ≤ tEND)

while (t ≤ t1)
while(t < tnext dummy)

if (DUMMY ACK ARRIVAL)
nACK = nACK + 1;

end;
end;
send(DUMMY PACKET);
tnext dummy = tnext dummy + IPGDummy ;

end;
if (DUMMY ACK ARRIVAL)

nACK = nACK + 1;
end;

end;
wdsn = −1;
S = max(1, nACK)/SRTT ;
state=Steady;

end.

Fig. 4. Initial() Algorithm.

Let t represent the current system time and t0 the initial
time instant. The Initial phase lasts for two times SRTT ,
as a result, the Initial() algorithm will terminate at the
time tEND, given by:

tEND = t0 + 2 · SRTT (1)

Let STarget represent the value of the data transmission
rate needed to transmit the real-time stream with the high-
est quality. For example,
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• If layered encoding is used, then STarget is the transmis-
sion rate needed to transmit all the layers of the encoded
stream.
• If adaptive encoding is used, then STarget is the transmis-
sion rate needed to transmit the real-time stream encoded
with the highest definition.
During t0 ≤ t ≤ (t1 = t0 + SRTT ), RCS source
sends dummy packets (send(DUMMY PACKET)) at rate
STarget, i.e., the inter-transmission time is (IPGDummy =
1/STarget). RCS uses the variable tnext dummy to indicate
the time when the next dummy packet has to be sent. After
each dummy packet transmission, tnext dummy is updated.
RCS source counts the number, nACK , of ACKs received

for dummy packets. In fact, whenever it receives an ACK
for a dummy packet (DUMMY PACKET ARRIVAL), it increases
nACK by one. Note that nACK is used to estimate the
available network resources, in fact

nACK
SRTT

≈ min {STarget, SAvailable} (2)

Before leaving the Initial State, RCS sets the variable
wdsn = −1 and the data transmission rate, S, as follows

S =
max {1, nACK}

SRTT
(3)

As will be clarified in the following section, RCS uses the
variable wdsn in order to be TCP friendly.

C. Steady State Behavior

In the Steady state, RCS source assumes that the net-
work is not congested. Thus, according to the additive-
increase scheme [7], it increases its transmission rate in a
step-like fashion periodically. Moreover, upon receiving an
ACK for a dummy packet, the RCS source checks the value
of the variable wdsn. If wdsn is greater than zero, then
RCS source decreases wdsn by one, i.e., (wdsn = wdsn−1).
Otherwise, RCS source increases its transmission rate by
one packet per estimated round trip time, SRTT . We use
the variable wdsn in order to match RCS source behavior
with TCP behavior when the network is congested. RCS
source leaves the Steady state for the Detected state when a
data packet loss is detected. Note that RCS source uses the
same mechanism of TCP Reno [15] to detect data packet
losses.
During the Steady phase, RCS source executes the

Steady() algorithm shown in Figure 5. The algorithm uses
the following variables:
• END: it is a boolean variable which is set to 1 when a
data packet loss is detected (PACKET LOSS DETECTION)
to indicate that the algorithm must be terminated
and RCS source must go to the Detected State, i.e.,
state=Detected.
• t0: it gives the time instant when the current Steady
phase started.
• tnext data: it is the time instant when the next data
packet has to be sent. When the current time, t, is
greater than or equal to tnext data, a data packet is sent
(send(DATA PACKET)), and tnext data is updated.

Steady()
END=0;
t0 = t;
tnext data = t0;
tnext increase = t0 + SRTT ;
while (END == 0)

if (PACKET LOSS DETECTION)
END=1;

end;
if (t ≥ tnext data)

send(DATA PACKET);
tnext data = tnext data + IPG;

end;
if (t ≥ tnext increase)

S = min(S + 1/SRTT, STarget);
IPG = 1/S;

if (DUMMY ACK ARRIVAL)
if (wdsn == 0)

S = min(S + 1/SRTT, STarget);
IPG = 1/S;

else
wdsn = wdsn − 1;

end;
end;

end;
state=Detected;

end.

Fig. 5. Steady() Algorithm.

• IPG: it is the time interval between two successive data
packet transmissions and is given by IPG = 1/S, where S
is data transmission rate.
• tnext increase: it is the time instant when the transmis-
sion rate, S, must be increased. According to the additive
increase scheme [7], S is increased periodically in a step-
like fashion. In order to match the behavior of RCS source
with the behavior of TCP [14], [15], the period is SRTT
and the step height is 1/SRTT . However, the transmission
rate, S, never exceeds the value STarget. As a consequence,
if t ≥ tnext increase, the transmission rate is updated as fol-
lows

S = min{S + 1/SRTT, STarget} (4)

and tnext increase is updated

tnext increase = tnext increase + SRTT (5)

• wdsn: when the ACK for a dummy segment is received,
i.e., DUMMY ACK ARRIVAL, RCS source checks the value of
wdsn. If wdsn == 0, then the transmission rate is in-
creased as in eq. (4), otherwise wdsn is decreased by one,
i.e., wdsn = wdsn− 1.

D. Detected State Behavior

RCS source enters the Detected state when a data packet
loss is detected. Packet losses are the only indication of net-
work congestion in the current Internet. As a result, RCS
source keeps the TCP [14], [15] conservative assumption
that all packet losses are due to network congestion and,
accordingly, halves its data transmission rate, S. However,
it also starts transmitting dummy packets in order to probe
availability of network resources. If the data packet loss
was due to link errors, i.e., the network is not congested,
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then these dummy packets will be acknowledged and the
data transmission rate, S, will be increased accordingly.
At the end of the Detected phase, RCS source goes back

to the Steady state as shown in Figure 3.

Detected()
t0 = t;
tEND = t0 + SRTT ;
S = S/2;
IPG = 1/S;
tnext data = t0;
wdsn = SRTT · S;
while (t ≤ tEND)

while (t ≤ tnext data);
send(DATA PACKET);
while (t ≤ tnext data + IPG/3);
send(DUMMY PACKET);
while (t ≤ tnext data + 2 · IPG/3);
send(DUMMY PACKET);
tnext data = tnext data + IPG;

end;
state=Steady;

end.

Fig. 6. Detected() Algorithm.

In the Detected state, RCS source executes the
Detected() algorithm shown in Figure 6. The Detected
phase lasts for a time interval equal to the estimated round
trip time, SRTT , thus, it will finish at time (tEND =
t0 + SRTT ), where t0 is the time instant when the De-
tected algorithm is initiated. Moreover,
• The transmission rate, S, for data packets is halved, i.e.,
(S = S/2), and IPG is updated accordingly, i.e., (IPG =
1/S).
• The variable wdsn is set to the value wdsn = (SRTT ·S).
• The time, tnext data, of the next data packet tranmission
is set.
In the Detected phase, data packets are sent with rate S
and two dummy packets are transmitted for each data
packet. Packet transmissions are uniformly distributed,
thus, the time interval between two successive transmis-
sions is IPG/3.
At the end of the Detected phase, RCS source goes back

to the Steady state, i.e., state=Steady as shown in Figure
3.

III. RCS Behavior

In this section we show how the Detected() and
Steady() algorithms cooperate when a data packet loss
is detected. More in detail, in Section III-A we show RCS
behavior when a data packet loss occurs due to link er-
rors, while in Section III-B we show RCS behavior when
the cause of the data packet loss is network congestion.

A. Packet Loss Due to Link Errors

Let t be time instance in Figure 7.
• t = t0
(S = S0, state=Steady).
Suppose that the data transmission rate is S0 at time t0.
• t0 < t ≤ t1 (where t1 = t0 + SRTT )
(S = S0/2, wdsn = SRTT · S0/2, state=Detected).

t 0 t 3t 2t 1

t=t 0

state=Steady
S=S0

t
0t  <t<=t  1

state=Detected

S=S  /2  0

wdsn=SRTT*S  /20

wdsn>0

1 2t  <t<t  

state=Steady

S=S  /2  0

t  <=t<t  2 3

state=Steady
wdsn=0
S  /2<S<S0 0

state=Steady
wdsn=0

t=t  3
S=S  0

Fig. 7. RCS Behavior when a Packet Loss occurs due to Link Errors.

Suppose at time t0 the source detects a packet loss. The
source enters the Detected state, halves its transmission
rate, i.e., S = S0/2, and sets wdsn to (wdsn0 = SRTT ·
S0/2). Moreover, it transmits (SRTT ·S0) dummy packets
with rate equal to S0.
• t1 < t < t2 (where t2 = t1 + 0.5 · SRTT )
(S = S0/2, wdsn > 0, state=Steady).
At time t = t1, the RCS source returns to the Steady state
and starts to receive the ACKs for the dummy packets
transmitted in the time interval [t0, t1]. If the network
is not congested and thus, dummy packets are not lost,
then the number of ACKs for dummy packets received in
time interval t1 < t < t2 is (SRTT · S0/2). Consequently,
wdsn > 0 and the transmission rate is not increased.
• t2 ≤ t < t3 (where t3 = t1 + SRTT )
(S0/2 ≤ S ≤ S0, wdsn = 0, state=Steady).
In this time interval, the source receives the ACKs for the
other (SRTT · S0/2) dummy packets transmitted during
the Detected phase. Since wdsn value is 0, the source can
increase its transmission rate by 1/SRTT each time it re-
ceives an ACK for a dummy packet.
• t = t3
(S = S0, wdsn = 0, state=Steady).
At time t3, the source has received the ACKs for all the
(nDummy = SRTT ·S0) dummy packets transmitted in the
time interval [t0, t1]. Accordingly, the transmission rate has
been increased by (∆S = S0/2); in fact

∆S = (nDummy − wdsn0) · 1
SRTT

= (SRTT · S0 − SRTT · S0/2) · 1
SRTT

=
S0

2
. (6)

Thus, the data transmission rate resumes the value it had
before the data packet loss was detected.
In Figure 8, we show the transmission rate, S, dependent

on time when a packet loss is due to link errors. Figure 8
is obtained by simulation assuming S0 = 22 packets/sec
and RTT = 550 msec. We see that the RCS source returns
to its previous rate within approximately two round trip
times when a packet loss occurs due to link errors.

B. Packet Loss Due to Network Congestion

Here we show that RCS sources halve their transmission
rate when the network is congested.
Consider a single connection and let t be time instance

given in Figure 9.
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Fig. 8. Transmission Rate when a Packet Loss is due to Link Errors.
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Fig. 9. RCS Behavior when a Packet Loss occurs due to Network
Congestion.

• t = t0
(S = S0, state=Steady).
Let S0 denote the data transmission rate at time t0.
• t0 < t ≤ t1 (where t1 = t0 + SRTT )
(S = S0/2, wdsn = SRTT · S0/2, state=Detected).
Suppose that at time t0 the source detects a packet loss.
Also suppose that the above loss is due to network conges-
tion, i.e., the connection path can accommodate at most a
transmission rate given by S0. The source enters the De-
tected state, halves its transmission rate, i.e., S = S0/2,
and sets wdsn to wdsn0 = SRTT · S0/2. Moreover, it
transmits (SRTT · S0) dummy packets at a rate equal to
S0. Consequently, the overall transmission rate is (3·S0/2).
However, the connection path can accommodate at most a
rate given by S0. Since data packets have high priority they
are not discarded, whereas the half of the dummy packets
(because they have low priority) will be discarded.
• t1 < t < t2 (where t2 = t1 + SRTT )
(S = S0/2, wdsn > 0, state=Steady).
At time t = t1, the RCS source returns to the Steady state
and starts to receive the ACKs for the (SRTT · S0/2)
dummy packets transmitted in the time interval [t0, t1]
which are not discarded by the congested router. Since
wdsn > 0 in the time interval [t1, t2] , then the transmis-
sion rate will not be increased.
• t ≥ t2
(S = S0/2, wdsn = 0, state=Steady).
By the time t2, all the ACKs for dummy packets which
are not dropped by the network reach the source. The
value of wdsn has always been higher than zero when the

ACKs for dummy packets were received. Consequently, the
transmissions of the dummy packets during the detected
state do not cause any increase in the transmission rate,
which means that RCS is TCP friendly.
In Figure 10, we show the data transmission rate, S, de-

pendent on time when a data packet loss occurs due to
network congestion. Figure 10 was obtained through simu-
lation assuming S0 = 22 packets/sec and RTT = 550 msec.
At time t0 = 0.5 sec, a packet loss is detected, accordingly,
the transmission rate, S, is set to S = 11 packets/sec.
Then, for t > t0, the transmission rate increases by {one
packet}/RTT each round trip time as in the TCP [14] case,
i.e., RCS behavior is TCP-friendly.
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Fig. 10. Transmission Rate when a Packet Loss is due to Network
Congestion.

IV. Performance Evaluation

In this section, we show throughput improvement (Sec-
tion IV-A) and fairness (Section IV-B) of RCS. Perfor-
mance results were obtained through simulation experi-
ments.

A. Throughput Performance

Satellite networks are typical examples of networks with
high bandwidth-delay products and high bit error rates.
As a consequence, we simulate the system in Figure 11
where N sources transmit data to N destinations. The
N streams are multiplexed in the Earth Station A, whose
buffer accommodates K packets. Both data and dummy
packets may get lost due to link errors with probability
PLoss in the satellite link. We assume that N = 10,K =
50 packets and the link capacity is c = 1300 packets/sec,
which is approximately equal to 10 Mb/sec for packets of
length 1000 bytes. We consider a Geostationary (GEO)
satellite system, consequently, the RTT value is RTT =
550 msec.
In Figure 12, we show RCS throughput for different

values of loss probabilities, PLoss1. In Figure 12, RCS
1The bit error rate (BER) in satellite networks can be as high as
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(dashed lines) for Different Values of Loss Probability.

throughput is maximum when PLoss = 10−3. This is be-
cause source no congestion related losses decrease the phase
effect [12] characterizing the behavior of AIMD schemes.
When the PLoss further increases, the throughput decreases
drastically. However, the throughput obtained by using
RCS is always higher than the throughput obtained by us-
ing RAP [23]. RAP is a rate adaptation protocol for real-
time applications applying AIMD scheme in order to be
TCP-friendly. We have chosen RAP because, to the best
of our knowledge, it gives the best performance.
In Figure 13, we show the overhead due to the transmis-

sion of dummy packets. Let
• NDummy be the total number of transmitted dummy

10−4, i.e., one bad bit out of 10000 bits. For packets of 1000 bytes,
the BER 10−4 gives a packet loss probability, PLoss higher than 10−2

even if powerful FEC algorithm is applied.
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Fig. 13. Comparison of Bandwidth Overhead and Throughput Gain
between RCS and RAP.

packets.
• NData be the total number of transmitted data packets.
We define the overhead as:

overhead =
NDummy

NData +NDummy
. (7)
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Fig. 14. Fairness in the Homogenous Case.

In the upper plot of Figure 13 we show the overhead depen-
dent on the loss probability, PLoss. Obviously, the overhead
increases when PLoss increases. Obesrve that the overhead
can be as high as 21.5% when PLoss = 10−2. However,
using dummy packets RCS gives much higher throughput
than other rate control schemes for real-time traffic. For
example, in the bottom plot of Figure 13, we show the
throughput gain obtained using RCS. We evaluated the
throughput gain as the ratio between the throughput given
by RCS and the throughput given by RAP. Note that when
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PLoss = 10−2, the overhead is 21.5%, but the throughput
gain is higher than 200%.

B. Fairness

First we consider the homogenous case, i.e., the fairness
between RCS connections with the same path, and later
we evaluate the fairness of RCS in heterogeneus cases, i.e.,
connections can use different protocols or flows through
different network paths.

B.1 Homogeneous Case

Here all connections pass through the same path and run
RCS. Let ackedi(t) represent the number of data packets
acknowledged in the time interval [0, t] for connection i, for
i = 1, 2, ..., N . In Figure 14, we show ackedi(t) dependent
on time t for i = 1, 2, ..., N . We see that at any time, t, all
connections have been acknowledged the same number of
data packets approximately, i.e., ackedi′(t) ≈ ackedi′′(t),
for any i′ and i′′. This means that each RCS connection is
given a fair share of network resources. Here, we assumed
N = 10, K = 50 packets, c = 1300 packets/sec, PLoss =
0 and RTT = 550 msec. Note that we obtained similar
results for several other cases.

B.2 Heterogeneous Case

We consider the case shown in Figure 15. There are
M connections of type X and N connections of type Y.
Connections of type j, for j = X,Y , are characterized by
round trip time equal to RTTj , and loss probability for
link errors equal to PLoss,j . All connections pass through
the link connecting the routers A and B, which is assumed
to be the bottleneck and whose capacity is assumed to be
c = 1300 packets/sec. The fairness, φ, is the ratio between
the average throughput of connections of type X, rX , and
the average throughput of connections of type Y, rY , i.e.,

φ =
rX
rY

(8)

It is obvious that the fairness becomes higher as φ ap-
proaches 1.
In Figure 16, we show the fairness when connections

X use RCS and pass through a GEO satellite system,
RTTX = 550 msec, while connections Y use RCS but pass
through a Medium Earth Orbit (MEO) satellite system,
RTTY = 250 msec. We assumed N = M = 5. In Figure
16, we see that

φ ≈ RTTY
RTTX

(9)

This fairness behavior has already been observed and ana-
lyzed in all AIMD disciplines [17], [29].
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Fig. 16. Fairness between RCS Connections with Different Paths.

Now, we assume that both connections X and Y pass
through a GEO satellite link, i.e., RTT = 550 msec, but
connections of type X are TCP connections and connec-
tions of type Y are RCS connections. Moreover, we as-
sume N =M = 5. In Figure 17, we see that rY values are
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higher than rX thus, resources are not shared equally be-
tween TCP and RCS connections. This is mostly due to the
problems of TCP in networks with high bandwidth-delay
product and high link error rate [21]. In fact in Figure
17, we show that rX ≈ rTCP , where rTCP is the aver-
age throughput when all connections, i.e., both X and Y
connections, use TCP. This means that RCS significantly
improves network efficiency without penalizing TCP flows.
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Fig. 17. Fairness between RCS and Traditional TCP Connections
[14].

V. Conclusion

In this paper we introduced RCS, a new rate con-
trol scheme for real time traffic in networks with high
bandwidth-delay products and high link error rates. RCS
improves throughput using dummy packets to probe avail-
able network resources. Dummy packets are low priority
packets which do not carry any new information to the
destination. Therefore, RCS requires the routers along the
connection to implement some priority mechanism. The
main feature of RCS is that it is an end-to-end protocol,
i.e., it needs to be implemented only at the source and
destination. Simulation results show that RCS gives good
throughput performance in networks with high bandwidth-
delay product and high link error rate while providing
TCP-friendly behavior.
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