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ABSTRACT

An efficient signaling protocol for mobility application part (MAP)
is essential to mobility support when mobile terminals roam between
different networks in next generation wireless systems such as IMT-
2000. In thispaper, anew signaling protocol is proposed to reduce the
overhead caused by mobility management, alleviating network load
and consumption of network resources. Moreover, the new protocol
effectively reduces the latency of call delivery and call loss rate due
to crossing wireless systems with different standards and signaling
protocols. Instead of performing location registration after a mobile
user arrives at the new system, the mobile user is required to update
itslocation information prior to its reaching the boundary of two sys-
tems. Results in this study demonstrate that the new protocol yields
significant benefits in terms of reducing signaling costs, delays, and
cal lossrates.

1. INTRODUCTION

Next generation (NG) wireless systems, e.g., International Mobile
Telecommunications 2000 (IMT-2000), are envisioned as seamless
worldwide radio systems [2]. They will enable data transfer, image
transfer, video conferencing, and video delivery, regardless of mobile
users' locations. On the other hand, the demand to provide wireless
multimedia services to an increasing population of mobile customers
has placed new requirements on wireless systems. The mobile users
require that reliable quality of service (QoS) constraints be main-
tained throughout the duration of a call as they travel not only from
cell to cell, but also from one system to another that uses different
technology. Mobile subscribers use mobile terminals (MTs) to com-
municate with others through the base station via radio links when
they change their locations over timein a mobile environment. When
an MT moves within the service area of a stand-alone system, e.g.,
global system for mobile communication (GSM) system, the MT's
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location information can be obtained by querying a centralized home
location register (HLR) and visitor location registers (VLRs) within
the system. In case of inter-system roaming, MTs move between dif-
ferent systems. Unlike roaming in a stand-alone system, the MT’slo-
cation information may not be retrieved from a centralized database,
instead, it may need to access databases associated with two adjacent
networks. Therefore, alocation management scheme for inter-system
roaming is desired to effectively keep track of the MTs and to locate
acaled MT.

The NG wireless systems will evolve from the mature second gener-
ation systems, with the aim of providing universal access and global
roaming [5, 10, 12]. However, the existing systems do not have com-
patibility with each other. Each system has a specific mobile applica
tion part (MAP) for mobility management so that an MT’s mobility
is limited within one system. Thus, the interworking of these sys-
temsis critical to support the universal roaming capability. Recently,
there are some ongoing standards and research work on designing
MAP protocol for inter-system roaming. In [14], a signaling proto-
col is proposed to provide inter-system roaming to persona handy-
phone system (PHS) users. Under this scheme, service data func-
tion units and service control function units are utilized to provide
the roaming numbers to the MTs when they request location registra-
tion. The roaming number is then transferred to the visiting system
as the routing information, which is conformed to the PHS specifi-
cations. After receiving the roaming number, the access protocol is
implemented in a service control function unit so as to establish the
connection. The interworking GSM with digital enhanced cordless
telephone (DECT) systems is discussed in [13]. Two types of net-
work architectures are introduced: dedicated mobile switching cen-
ter (MSC) and non-dedicated MSC. In case of dedicated MSC for
DECT, an MT would have a set of location information within GSM
VLR and another set in DECT VLR. For the non-dedicated architec-
ture, the VLR contains two sets of information pointing to the GSM
and DECT location areas. In [18], a logical interworking function
(IWF) entity is presented to support the roaming between GSM and
persona digital cellular (PDC) systems. The configuration of IWF
consists of an IWF-Location register an IWF-switch to handle inter-
system roaming service. A dual mode home location register (HLR-
I1F) is described for interworking and interoperability between 1S-41
and PCS 1900 MAPs in [6]. The mobility management procedure
is triggered when a system detects the presence of a visiting MT or
when an MT sends a registration message.

Also, several vendors have developed gateways for interworking 1S
41 with GSM. For instance, an interworking service gateway (1SG) is
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introduced in [4], which is responsible for converting messages from
an 1S-41 VLR into GSM HLR messages and vice versa. In order to
provide this conversion, the ISG supports data storage, message and
parameters mapping, and formatting functions for each of the sys-
tems. When a GSM user roams into an |S-41 network, the |SG oper-
ates as an HLR to an I1S-41 MSC/VLR. Similarly, the ISG aso acts
as an 1S41 VLR to a GSM HLR. The ISG participates during call
establishment to handle functions such as registration and authentica-
tion, but it does not participate in the call itself. The interworking on
registration and call delivery makes use of some intermediate switch
centers, in which the transformation of signaling formats, identity au-
thentication, and retrieval of users profile are accomplished. As sug-
gested in [3], The new entities for inter-system roaming should not
replace existing systems, although they may affect some of the func-
tions or signaling in the presence of tremendous installation of PCS
systems around the world. Rather, the new interworking units should
allow for the exchange of information needed to provide basic mobil-
ity management across different systems.

In this paper, we introduce an active location management scheme
for the NG wireless networks. Under this scheme, a cache database
called boundary location register (BLR) is deployed. When an MT
reguests an inter-system location registration for the conversion of
signaling formats, the BLR records the MT’s location and service in-
formation. It is assumed that there is only one BLR for each pair of
adjacent networks. Accordingly, the MT’s latest information can be
found in the BLR. When an incoming call arrives, the MT’s current
network is determined by the information in the BLR; therefore, the
call delivery can be processed by querying the BLR instead of access-
ing the HLR of an MT’s home network. By using this protocol, the
signaling cost and database access time of location registration and
call delivery are greatly reduced. Moreover, the functions of the other
network elements, such asthe HLR and VLRs, remain primarily un-
changed. This greatly facilitates the deployment of this scheme in
current and future wireless systems.

This paper is organized as follows. In Section 2, we describe the
network architecture and the location management standards for NG
wireless systems. In Section 3, we introduce the proposed distributed
network architecture and the new BLR concept that contains the up-
to-date location information of roaming MTs. Besides, we present
the location registration and call delivery procedures for BLR-MAP
protocol. An analysis of the signaling and database processing time
for the proposed scheme is presented in Section 4. In Section 5, nu-
merical results over a wide range of the parameters are provided to
demonstrate the performance of the new protocol. Finaly, conclu-
sions are given in Section 6.

2. THECURRENT MOBILITY GATEWAY REG-

ISTER (GLR) MAP PROTOCOL

In order to support the open environment of inter-system roaming,
the mobility gateway register (GLR) can be used, which conformsto
both commonly used existing mobility management standards 1S-41
and GSM [3]. This gateway converts signaling and data format from
one network to the other. Therefore, the protocols and interfacesin
different networks are similar to the mobility support, although the
air-interfaces and physical entities are different. According to uni-
versal mobile telecommunications system (UMTS) standard [1], the
VLR seesthe GLR asan HLR, and the HLR seesthe GLR asaVLR.
This network architectureis shownin Figure 1. When an MT is mov-
ing from a GSM network to an 1S-41 network, the user profiles in-
cluding the service and location information of the MT can be ac-
quired through accessing the GSM HLR. From the point of the VLR
in 1S-41 networks, the GLR looks like an HL R which can provide the
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up-to-date location information. When a location updating dialogue
initiated by a GLR has been successfully completed, the HLR sees
the GLR asthe VLR. This protocol isreferred to as GLR-MAPin the
remainder of the paper.

GSM MAP 1S-41 MAP

Mobility Gateway \'\;IES/
Register (GLR)
. ! )
L g D
GSM Network 1S—41 Network

Figure 1. System Architecturefor Inter-system Roaming.

2.1 Location Registration/Update Using GL R-
MAP

At the stage of location registration, the MTs update their location
information with the network so that the network is able to set up
call connections for the MTs. The signaling messages are carried out
based on the services offered by the signaling connection control part
(SCCP) of signaling systems No. 7 (SS7). The signaling diagram of
location registration under GLR-MAP is shown in Figure 2 and the
corresponding procedure is described as follows:

1. The MT detects that it has entered a new network and sends a
location registration/update message to the MSC/VLR through
the BS.

2. The MSC/VLR recognizes that the MT is not one of its sub-
scribers and sends a location update request to the GLR.

3. The GLR sends a location update request to the HLR of the MT’s
home network.

4. The HLR sends a request to insert subscriber data to the GLR.
5. The GLR forwards this message to the VLR.

6. The VLR sends a confirmation message to the GLR for inserting
subscriber data.

7. The GLR receives the information and saves it in the user’s pro-
file. Then it sends a confirmation message to the HLR.

8. The HLR sends an update location result to the GLR.

9. The GLR sends a location update acknowledgment message to
the serving MSC/VLR.

10. The registration complete message is sent by the VLR to the MT
through the BS.

2.2 Call Déelivery Procedure Using GLR-MAP

During the registration/update procedure, the subscriber data is re-
stored for an unidentified MT (i.e., an unknown user to the VLR).
The restore data service is invoked towards the GLR. When the GLR
receives a restore data indication, it determines whether it invokes the
restore data service towards the HLR, and invokes it if necessary. In
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Figure2: Process of Location Registration/Update Using GLR-MAP.
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Figure 3: Process of Call Delivery Using GLR-MAP.

Figure 2 and Figure 3, we deploy the similar notation as in [7]. The 3. The HLR initiates a request message of routing information to-
(+) indicates the sequence number of signaling, the [-] represents the wards the GLR.

cost for a particular signaling exchange, and the {-} at the bottom of
the figure indicates the cost for processing in a particular database.
These signaling costs and processing time will be discussed in detail
in Section 4.

4. The GLR then sends a routing information request to the serving
MSC/VLR of the called MT. The GLR is aware of the MSC/VLR
because this information has been stored during the location reg-
istration stage.

The procedure of call delivery under GLR MAP is described as fol- 5. The MSC/VLR responds the roaming number to the GLR.
lows and is shown in Figure 3:

6. The GLR forwards the roaming number to the HLR as an ac-

S . . . knowledgment message with return result.
1. A call is initiated by a user at its home mobile network and it is

forwarded to its serving MSC through the BS. 7. The HLR sends the routing information to the serving MSC/VLR

- . of the calling MT.
2. The MSC/VLR sends a routing information request to the HLR

in order to receive a routing number of the called MT. 8. The call connection is set up between two MSCs.
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9. The call is delivered to the called MT through the BS.

If a call is originated from a user in other backbone networks, such as
public switching telephone network (PSTN), the call is delivered to
the gateway MSC (GMSC) first, then the GMSC sends and receives
the routing information rather than an MSC/VLR in the mobile net-
work.

3. A NEW BOUNDARY LOCATION REGIS
TER (BLR) MAP PROTOCOL

The GLR-MAP protocol is able to identify MTs appearing in a new
system and it allows for an MT to initiate a call after it finishes lo-
cation registration in the new system. However, GLR-MAP proto-
col is not designed for ongoing call connection during inter-system
roaming. When an MT has an active call while crossing the bound-
ary of two systems, the MT must request location registration after it
receives signals from the new system. As a result, the existing con-
nection is most probably interrupted or it may be lost. In addition,
the incoming calls are always delivered to the old system regardless
that an MT has moved to a new system. It is not clearly shown how
to avoid this overhead of signaling costs and processing time under
GLR-MAP protocol in [1]. Finally, it gives rise to a triangular call
routing when the incoming call to a roaming MT is originated by an
MT in the same new system. If it is the case, the incoming call is
routed to the old system first and then it is delivered to the roaming
MT in the new system. It is obvious that this problem can be resolved
if the network is aware of the roaming MT’s location before call de-
livery.

In order to solve the above problems, we consider a system architec-
ture which is composed of many different systems. Each system may
have its own signaling format, user information, and identification, as
well as mobility management protocol. Therefore, locating an MT
in the IMT-2000 system becomes more complex because the network
may need to search more than one system instead of searching within
a stand-alone system. In this section, we present an active location
management mechanism, in which the location registration can be
finished prior to the arrival of an MT at the new network. Moreover,
the call delivery is performed by querying a cache database called
boundary location register (BLR) first. This method is called BLR-
MAP protocol in this paper.

3.1 Boundary Location Register

As an example, we illustrate a system model with two systems X
and Y using different protocols in Figure 4. Note that the proposed
scheme is applicable to multiple systems scenario by taking pairs of
adjacent networks. Each hexagon represents a location area (LA),
which consists of many cells. Some LAs may be on the boundary of
two adjacent systems, e.g., LA and LA of system X and LAY,
LAY of system Y. We refer to these LAs as peripheral location
areas (PLAs). It can also be observed that MTs can leave a system
only through these PLAs. For example, it is impossible for any MTs
in X to leave system X to Y from LAZ without going through PLAs.
This means that any MT leaving to other systems must cross at least
one PLA.

The location registration of inter-system is controlled by a boundary
interworking unit (BIU) [15]. BIU is connected to MSCs and VLRs in
both systems and it is responsible for retrieving a user’s service infor-
mation and transforming message formats. Also, the BIU is assumed
to handle some other issues such as the compatibility of air interfaces
and the authentication of mobile users. The configuration of a BIU
depends on the two adjacent networks that the BIU is coordinating.
More details can be found in [3, 6, 13, 18].
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Figure4: System Model with Boundary L ocation Register (BLR).

In addition, we designate a boundary location register (BLR) to be
embedded in the BIU. A BLR is a cache database so as to maintain
the roaming information of MTs moving between different networks.
The roaming information is captured when the MT requests a location
registration in the BIU. The BLR is involved in tracking the MTs
which cross the boundary of two different systems. Therefore, the
BLR and the BIU are accessible to the two adjacent networks and they
are co-located to handle the inter-system roaming of MTs. Another
advantage of the BLR is that it reduces the zigzag effect caused by
inter-system roaming. For example, when an MT is moving back
and forth on the boundary of two adjacent systems, it only needs to
update the information in BLR. On the contrary, the VLR and the
MSC are used for registration of MTs crossing the boundaries of LAs
within the same system and provide roaming information within a
system. Besides, there is only one BLR and one BIU between a pair of
neighboring systems, but there may be many VLRs and MSCs within
a stand-alone system.

We consider that there is only one BLR between a pair of systems.
Each BLR may store the information of MT’s crossing the boundary
in several PLAs; therefore, the MTs crossing the boundary between
systems can be found in the corresponding BLR. If a system has more
than one neighboring systems, there are more than one BLRs for this
system. Each of these BLRs is also associated with a neighboring sys-
tem. Since the registrations with any PLA update the MT’s location
information in HLR, the last LA that an MT registers can be deter-
mined by querying the HLR, thus the BLR associated with the PLA
can be determined. When a call connection request arrives at system
X, the last PAL or LA in which the called MT registered is known by
accessing the HLR. Given that the last registered LA within X is a
PLA to Y, the system needs to perform following steps to locate the
MT:

e Send a query signal to the BLR between X and Y to retrieve
the MT’s location information. This step is used to ascertain
whether the MT has crossed the boundary.

o If the MT has already moved to Y, only the PLA in Y needs
to be searched. If the MT has already moved from the PLA to
other PLAs or LAs in system Y, the BLR shows the pointer to
the HLR in system Y. Then the MT’s last registered LA in Y
will be searched.

o If the BLR indicates that the MT is still in system X, the last
registered LA within X will be searched. Within system X orY,
one or multiple polling messages are sent to the cells in the LA
according to some specific paging scheme with delay constraint.



3.2 Location Registration/Update Using BLR-
MAP

When an MT moves into the PLA of system X, it receives the location
information via the broadcast channel. The basic idea of BLR-MAP is
that the MT can request location registration of inter-system roaming
when itisin a PLA. As aresult, the MT may finish signaling transfor-
mation and authentication before it arrives at the new system. This is
an active mechanism compared to the passive scheme of GLR-MAP
in which the MT requests location registration after it arrives at the
new system [15]. Figure 5 shows the location registration procedure.
Each step shown in Figure 5 is described as follows:

1. The MT sends a location update message to the MSC/VLR for
inter-system roaming through its serving BS.

2. The MSC/VLR sends a location registration request to the BLR
along with the user information.

3. The BLR stores the MT’s location in terms of its current MSC/VLR

in X and it sends location registration message to the MSC/VLR
inY.

4. The MSC/VLR in Y sends a message of insert subscriber data
to the BLR.

5. The BLR sends the user profile of the MT to an MSC/VLR in
system Y.

6. The MSC/VLR in Y responds to the BLR with a confirmation
message.

7. Then the BLR sends an location update acknowledgment mes-
sage to the MSC/VLR in the PLA of system X.

8. The registration confirmation message is sent from the serving
MSC/VLR to the calling MT through the BS.

3.3 Call Déelivery Procedure Using BLR-MAP

In order for the NG wireless system to establish the call connection
for an MT during the inter-system roaming, the signaling messages
involve HLRs, VLRs, and the BLR associated with the two systems
that the MT moves from and to. In Figure 6, the detailed procedure
of delivering a call to a called MT of home network X (e.g., mobile-
to-mobile) is described as follows.

1. Acall is initiated and sent to the MSC/VLR through the serving
BS in system X.

2. The MSC/VLR sends a location information request message to
the HLR in X.

3. The procedure of locating the called MT depends on the location
information indicated in the HLR of X.

(a) If the HLR shows the last LA with which the called MT
registers is an ordinary LA, i.e., non-PLA, it means that the
call delivery follows the procedure in a stand-alone system.
We call this case as intra-system call delivery in which the
call connection is established between the two MSCs serv-
ing the called and calling MTs within one system.

If the HLR shows the last LA with which the called MT
registers in X is a PLA adjoining to Y, then the HLR sends
a query message to the BIU/BLR associated with systems
XandY.

Then, following procedures are required for inter-system
call delivery.

(b)

4. The BLR is queried first and it shows the serving MSC/VLR of
the called MT. The information of the MSC/VLR is available
due to the registration process.

(@) If the BLR indicates that the called MT has moved to a
PLA in system Y, the BLR sends a routing request mes-
sage to the serving MSC/VLR of the called MT in system
Y.

Otherwise,

If the BLR indicates that the called MT has not moved
to network Y, it means that the called MT is still in X.
Then the HLR of X will be queried to find the serving
MSC/VLR of the called MT as an intra-system call deliv-

ery.

5. The MSC/VLR of called MT responds a routing number to the
BLR.

(b)

6. The BLR forwards the routing number of the called MT to the
HLR of the calling MT.

7. The HLR of the calling MT forwards the routing number to the
MSC/VLR of the calling MT.

8. The call connection is setup between two MSC/VLRs.

9. The call is delivered to the called MT.

If the BLR is not used, the HLR of system X is always queried first
followed by the intra-system call delivery procedure as up to step
(3).a in the above description. In the presence that an MT has moved
to system Y, this procedure informs a failure. The HLR of X must
send a location request information to the HLR in Y. Same procedure
is repeated again to find the MSC serving the called MT in system Y,
which are followed by the steps (5) to (7) in Figure 6. Therefore, the
signaling cost for call delivery is reduced if the called MT is residing
in the PLAs of two systems. This benefit is great for those MTs who
go back and forth between two systems, thus reducing the signaling
cost due to the zigzag effect.

Therefore, the new BLR-MAP protocol is designed for those MTs
with ongoing connections during the inter-system roaming. The ad-
vantage of this protocol over the GLR-MAP protocol is that it resolves
the existing problems left over from GLR-MAP. BLR-MAP protocol
enables an MT to update its location and information actively before
it arrives at the new system while GLR-MAP performs location reg-
istration passively after its arrival. Since the BLR is used to provide
the MTs’ up-to-date location information, the incoming calls of the
inter-system roaming MTs are delivered to them directly, rather than
delivering to the old system. Thus, the latency of call delivery and
call loss can be reduced, which is discussed in the following section.

4. PERFORMANCE ANALYSIS

In this section, we investigate the overall performance in terms of
signaling cost, and latency of location registration and call delivery.

4.1 Assumptionsand Parameters

We consider two aspects of signaling costs: the radio resource and the
database access. Also we consider transmission delay and processing
time in databases in evaluating the latency. The transmission delay
may be ignored given that the cell radius is not very large. On the
other hand, the processing time consists of two parts. One of them is
the retrieval time of database such as HLR/VLR/GLR/BLR, and the
other part is the waiting time for service processing.
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Figure5: Process of Location Registration/Update Using BLR-MAP.

As described in the previous Section 3.2 and 3.3, the signaling pro-
tocol of location registration and call delivery involves the exchange
of signaling messages among the network elements. The costs for
location management are associated with the traffic of messages be-
tween the entities and the accessing cost of database. In order for us
to present and evaluate the performance of the signaling protocol, we
define the following parameters for the rest of the paper.

¢1 The transmission cost of messages between the HLR and the VLR.
c2> The transmission cost of messages between the HLR and GLR.

c3 The transmission cost of messages between the VLR and the GLR.
ca The transmission cost of messages between the VLR and the BLR.
¢s The transmission cost of messages between the HLR and the BLR.

po The probability that an MT leaves its current PLA to another LA
(non-PLA).

p1 The probability that an MT leaves its current PLA to another PLA.

p2 The probability that an MT leaves its current PLA for another
system, i.e., inter-system roaming.

«a The weighting factor of the transmission cost.

B The weight factor of the access cost of databases such as HLRs,
VLRs, GLRs, and BLRs.

A The rate of incoming calls in Poisson.

7 The paging delay of finding the called MT by the serving MSC/VLR.

For the sake of simplicity, we assume that the updating, deletion, and
retrieval in the database have the same cost, where ay, is the HLR
access cost, agy is the GLR access cost, a, is the VLR access cost,
and ay is the BLR access cost.

We further assume that each of the HLR, VLR, GLR, and BLR is
modeled as a single exponential server with an infinite buffer. The
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average service time of each of them are 1/u;, for HLR, 1/u, for
VLR, 1/, for GLR, and 1/us for BLR, respectively. We consider
the average system time in each of the databases is the waiting time
in the queue and the service time. The system time is represented by
Sh, Sv, Sg, and s, for the HLR, VLR, GLR, and BLR, respectively.
The corresponding waiting times are denoted as ws, w., wg, and ws,
respectively. The message transmission delay is neglected because
the message length of signaling is very short and the transmission
rate between the network elements is very high.

4.2 Overhead of Signaling Costs

We analyze six different scenarios for location registration and three
cases for call delivery. The signaling cost for each case of location
registration is denoted by «; (-), (i = 0, 1,2, 3,4, 5) for either GLR
or BLR.»{(+), (j = 0,1, 2) is the cost of call delivery for either GLR
or BLR.

First, we investigate the location registration cost for different cases.
We assume that the last registration of an MT occurred in a PLA
which is adjacent to system Y. There are six possible scenarios with
regard to the current and next location of an MT whose home network
is system X.

e Case 0: The MT is currently staying in a PLA of X, but it will
send next location registration message in an ordinary LA (i.e.,
non-PLA) in X.

e Case 1: The MT is currently staying in a PLA of X, and it will
request next registration in another PLA of X.

e Case 2: The MT is currently staying in a PLA of X, and this is
the last registration record in X. Then it will move to a PLA in
Y.

e Case 3: The MT is currently staying in a PLA of Y, and it will
request next registration in an ordinary LA (non-PLA) in system
Y.

e Case4: The MT is currently staying in a PLA of Y, and it will
enter another PLA of Y.



Home Network—»’<7 New Network

- A
MSC/
e
L@ : : ! :
: L @Il 5 | ;
! @A ; @b [cs] . ! 5
! (@b .. ' (4).a [cg] . !
e e e BT e
: : '« (® [cs] 5 :
: . (D [c1] : ! :
E | : (8)[cl+c4+c5]; ! E
' {ay} {ag} @} @y -

Figure6: Process of Call Delivery Using BLR-MAP.

e Case 5: The MT is currently staying in a PLA of Y, and it is
moving to a PLA of system X.

Under the BLR-MAP, the registration procedure of Case 0 is exactly
the same as that in a stand-alone system. The messages are exchanged
between the HLR and the VLR for request, confirmation, and update.
Therefore, the signaling cost related to the transmission cost is « -
4c; as shown in Figure 2 and Figure 5, where « is the weighting
factor of transmission cost. On the other hand, we consider database
access which involves the HLR and the VLR. Accordingly, the cost
associated with databases is 3 - (ay, + av), where 3 is the weighting
cost of database accessing cost (o + 5 = 1). The total cost of this
case is then calculated as kg (BLR) = 4ac; + B(an + a.) as shown
in the Table 1 with probability of po as denoted in Section 4.1. Case
1is similar to Case O since the MT is moving between different LAs.
Thus, the MT must send location registration request to the HLR, old
and new MSC/VLRs. The only difference is whether the MT has
sent the location update request to the BLR in Figure 5. If the MT
sends a location update request to the BLR whenever crossing the
boundaries of PLAs, then location registration cost is k7 (BLR) =
a(ca + ca + 4eq) + Blay + av).

In Case 2, the MT is experiencing an inter-system roaming. The sig-
naling messages are required between the VLR and the BLR while
the HLR is not involved. As shown in Figure 5, the registration cost
is k5(BLR) = a(ca + ca + 4ca) + B(ap + ay). However, if the
GLR-MAP is used, the HLR is involved in the location registration
procedure as shown in Figure 2. The corresponding signaling cost is
a(cs + 2c2 + 2¢3 + 2¢2 + c3) and the cost of accessing database
is B(ag + an). Furthermore, we assume that an MT keeps the same
mobility pattern when it moves from systems Y to X. Therefore, the
Cases 3-5 are very similar to Cases 0-2. The registration costs for
each case are summarized in Table 1.

Assume the MT is currently staying in a PLA of system X. The
average location registration cost, C" (BLR) and C" (GLR), can be

calculated as:

C"(BLR) = por)(BLR) + pir}(BLR) @
+p2r2(BLR)

C"(GLR) = pori(GLR) + pixi(GLR)
+p2r5(GLR)

Next we investigate the cost of call delivery. There are three possi-
bilities related to the inter-system roaming, given that the MT’s last
registration occurred in a PLA of X. When the called MT is still in
the LAs or PLAs of X, the procedure of call delivery is the same as
that of a stand-alone system. If we denote the probability for inter-
system roaming by p», then the probability that the called MT is still
residing in its home network X is 1 — po.

e Case0: The call is initiated by a user in system X and the called
MT is also residing in X.

e Case 1: The call is initiated by a user in the PSTN or the home
mobile network X. The called MT is now residing in the visiting
network Y. The incoming calls is Poisson of average rate ;.

e Case 2: The call is initiated by a user in the visiting network Y’
while the called MT has moved from its home network X to Y.
The incoming calls is Poisson of average rate \.

Similarly, the call delivery for Case 0 is the same as in a stand-alone
system. In Case 1, the call is delivered to an MSC/VVLR no matter
whether the call is initiated by a user from PSTN or from a mobile
user in the home network. The signaling messages are exchanged
among the HLR, VLR, BLR and the VLR in the new system. This
results in the total signaling cost as the summation of costs of steps
(2)-(8) in Figure 6. Correspondingly, the access cost of database in-
cludes the operation in HLR, VLR, and BLR. In Case 2, where the
call is initiated by a mobile user in the visiting network, the BLR is
queried. If the BLR shows that the called user has moved to the visit-
ing network in which the call is initiated, the connection can be setup
directly between the two VLRs in the visiting network. As a result,
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Case i Probability | Signaling Cost | Cost of Database | Cost of Registration (x; (-))

0 (PLA-X — LA-X) | BLR Po 4cq ap + a, dact + Blan + av)

GLR Po 4cq ap + ay daci + Blan + av)

1 (PLA-X — PLA-X) | BLR p1 6cq ap + ay 6acs + B(ap + av)

GLR D1 4c; ap + ay daci + B(an + av)

2 (PLA-X — PLA-Y) | BLR P2 6cq ap + ay 6acs + Blap + av)
GLR D2 dcy + 4cs ag + ap da(cz + c3) + Blag + an)

3(PLAY = LA-Y) | BLR o ics a + @y dacs + Blas + av)
GLR Do dcoy + 4des ag + ap da(c + c3) + Blag + an)

4 (PLA-Y — PLA-Y) | BLR 1 6ca ap + ay 6acs + Blay + av)
GLR D1 dcy + 4es ag + ap da(cr + c3) + Blag + an)

5 (PLA-Y — PLA-X) | BLR D2 6ca ap + ay 6acs + Blay + av)

GLR D2 4cy ap, + ay daci + Blan + av)

Table 1: The Signaling Costs and Probabilitiesfor Different Scenarios.

Case j Probability | Signaling Cost | Cost of Database Cost of Delivery (u]‘?(-))

0 | BLR 1—po 6c1 an + ay 6act + B(an + av)
GLR 1—po 6c1 ap + ay 6aci + B(an + av)
1| BLR pgﬁz 3c1 + 3ca + 3cs ap + ap + ay a(3c1 + 3ca + 3cs5) + Blap + ap + ay)
GLR pz/\;\ﬁ 3c1 +3c2+3c3 | ag+ap+as | al3ci +3c2 + 3c3) + Blag + an + ay)
2 | BLR pz/\;\ﬁ 6¢q ap + ay 6acs + B(ap + av)
GLR pzﬁ 3c1 + 3¢a + 3e3 ag + ap + ay a(3c1 + 3¢z + 3¢3) + Blag + an + av)

Table 2: The Signaling Costs and Probabilitiesfor Call Delivery.

the HLR and the VLR of the called MT’s home network are not in-
volved in the process of call delivery. The costs of call delivery for
each case are summarized in Table 2.

The average call delivery cost for BLR-MAP, C?(BLR), is obtained
by:

CY(BLR) = (1-p2)vi(BLR) )

+p2 V{(BLR)
2

A1
AL+ A
A2 d
—»(BL
+p2 )\1 +)\2 VZ( R))

where uf_) (BLR) is the call delivery cost using BLR-MAP protocol.

The first item is the product of probability (1 — p») and v§(BLR) in
the second row of Table 2. In the same way, the other two items are
obtained by multiplying uf_)(BLR) and their corresponding proba-

bilities, p2f1A— and po 22 respectively in Table 2. Under the

GLR-MAP prot(Z)coI, if thAelJcraAﬁed MT has roamed to system Y, the
network will search system X first. If the called MT cannot be found,
then system Y will be searched. The average call delivery cost for
GLR-MAP, C4(GLR), is then computed from:

CYGLR) = (1 —p2)v§(GLR) ©)
A1

bz AL+ A2
A2

AL+ A2

where qu_) (GLR) is the call delivery cost using GLR-MAP protocol
as shown in Table 2. The most important attribute of the BLR MAP
is that it does not only reduce the signaling cost, but it also alleviates
the bottleneck problem in the HLR and decreases the traffic load in
the signaling network.

+ V{(GLR)

+p2 v3(GLR),

4.3 Latency of Location Registration and Call
Delivery
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With respect to the location registration process, the end-to-end re-
sponse time is from the time an MT sends a message for registration
to a confirmation of the complete message. On the other hand, the
end-to-end delay for the call delivery is from the time that an MT ini-
tiates a call to the moment that the called MT receives the message.
For each case 7 we described in the previous Section 4.2, we denote
the delay for location registration as &7 (-) and ¢¢(-) for call delivery.
As mentioned before, the latency is evaluated based on the processing
time, which consists of two parts. One of them is the retrieval time
of database, and the other part is the waiting time for service. There-
fore, we deploy an M/G/1 queuing model to describe the scenario
and analyze the performance. Accordingly, the delay of accessing
each database, s.), can be computed as

1
S() IJ() + wey, 4)
where 1/u(-) represents the average processing time for the database
suchas HLR, VLR, GLR, and BLR. We use w ., to denote the waiting
time for the above databases. As an example, we analyze wy, of HLR,
where we assume the average arrival rate of location registration at
the HLR is ny,.

By using the well-known Pollaczek-Khinchin (P-K) formula, the av-
erage waiting time, wy, is obtained by [8]

2 2
Mh - P+ Nh - O
 Ph T TR 5

where a?_) is variance of processing time in each database. And the
processing time or the so-called service time of the HLR, s, can be
computed from

1
Sh = — twp (6)
[h
1 pi + o
=
[ih 2-(1— )

where wy, is the result from (5). Similarly, we can obtain the process-



ing time for the VLR, GLR and BLR by substituting the correspond-
ing parameters into (6). Note that the latency of location registration
for each case in Table 1 can be calculated by considering the process-
ing time s(.y instead of a ., of each entity. For example, the delay of
location registration for Case 1 with BLR, 67 (BLR), is the combi-
nation of delay of accessing BLR and the VLR,

01 (BLR) = sp+ s, Q)
1 up + o 1 po + oo

= — 4t —

I R e A N

where the first two items are the processing time of BLR consist-

2 2
ing of service time 1/u, and waiting time w, = Z‘El;f‘?,_l;) The
Hp

last two items are the processing time of VLR which are composed
2 2

of service time 1/u, and waiting time w, = n, 2_‘?”_*21). These

formulas are obtained by the same way as in (6). TherefoHrE, the aver-

age delay for location registration using BLR-MAP and GLR-MAP,

D"(BLR),and D" (GLR) are

D"(BLR) = (1—p2)éd(BLR) + (8)
P2y 1‘_1 " 6{(BLR) +
Py e 4(BLR)
D"(GLR) = (1 —p2)0d(GLR)+
P2y ’): ~ 6{(GLR) +
pay o B(GLR),

which are computed in a similar way as for (1) to (3), and (refd1blr).

For the call delivery, in addition to the database access time, the pag-
ing delay must be considered. Paging delay can be regarded as the
required time for an MSC to deliver a call to the called MT. Then the
delay of Case 0 is the same for BLR-MAP and GLR-MAP, which is
the summation of s, s,, and 7 as shown in Figure 6 and Figure 3.
That means

$S(BLR) = ¢3(GLR) = sy, + s, + 7. 9)
And the delay of call delivery for Case 1 is computed by
¢L(BLR) = sp+sn+ sy +T, (10)
¢?(GLR) = Spt+S85+5,+T.
Similarly, the delay for Case 2 is obtained as
¢3(BLR) = sp+5s,+T, (11)
#3(GLR) = sp+sg+s,+T.

Therefore, the average delay for call delivery using BLR-MAP and
GLR-MAP, D4(BLR), and D*(GLR) are

D*(BLR) = (1—p2)¢a(BLR)+ (12)
Pt (BLR) +
Pyt $4(BLR)
D (GLR) = (1—p2)$pa(GLR) +
Pt GLR) +
P2 Alf/\2 ¢5(GLR),

where ¢2(-) can be obtained in the same way for (9) to (11). D?%(-)
can be computed in a similar way as in (1), (2), and (3).

4.4 Call LossRate

When an MT moves from one network to another, both new incom-
ing calls and calls in progress must wait for call processing after the
inter-system location registration is finished. As a result, the ongoing
calls may be blocked or lost due to waiting for the location registra-
tion. This occurs for the GLR-MAP protocol. Under the BLR-MAP
protocol, the MTs are allowed to request location registration before
they arrive at the new network by sending request to the BIU/BLR.
We assume that the MTs send their location registration messages at
time ¢t — At, where ¢ is the arrival time of an MT at the new system
and At is the extra time for a call to wait for processing. For the
simplicity, we assume that At = 0.1 % wy, where wy is the average
waiting time for an MT to finish the process of inter-system location
registration.

The Laplace transform of the waiting time distribution for the BLR,
Wg(s), can be expressed as [8]

* 1-—
WB(S):+Z(S)) (13)
1—Pb[ s/ 1p ]

where p, = n,/us and By, (s) is the Laplace transform of the prob-
ability density function (pdf) of service time. For the special case
M/M/1, the corresponding probability distribution function (PDF),
Wy (y) is obtained by

Wi(y) = 1= pye 00700, (14)

Thus, the call loss rate due to inter-system roaming, R;(BLR), is
obtained by

R;(BLR) Pe - prob [y > At] (15)
= pe - [We(o0) — Wi(Al)],
where p. is the roaming probability. W (co) and W, (At) can be
obtained by applying (14). Similarly, the call loss rate for GLR-MAP
protocol, R;(GLR), can be obtained as
R/(GLR) = pc-probly>0] (16)
pe - [Wy(00) — Wy(0)],

where W, (co) and W, (At) are obtained from W, (y) = 1—pge #o(1=Ps)v

for GLR-MAP protocol.
5. NUMERICAL RESULTS

In this section, numerical results are provided to demonstrate the per-
formance of inter-system roaming supported by both GLR-MAP and
BLR-MAP. We assume the cost for transmitting signaling messages
and the cost for database access are available. Table 3 lists all param-
eters used in our performance analysis [9]. We compare the average
signaling cost and delay for both GLR-MAP and BLR-MAP versus
inter-system roaming probability.

5.1 Signaling Cost of L ocation Registration and
Call Delivery

Figure 7(a) shows the average location registration cost as a func-
tion of inter-system roaming probability by using (1). We can ob-
serve that the average cost of location registration of GLR-MAP is
always higher than that of BLR-MAP. Also, as the inter-system roam-
ing probability increases, the location registration cost of BLR-MAP
decreases slightly. The reason for decreasing registration cost is that
the inter-system location registration only involves BLR and VLR. As
we consider that an MT is in a PLA of X, it will either go to other
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Database Access Cost

Avg. Arrival Rate for DB Reg. (msec™")

ap, ay Qg ap h Mo Mg Ui

8 5 5 5 0.001 | 0.001 0.001 0.001
DB Avg. Processing Time(msec) Variance of DB Processing Time(msec)
Vpn [ Vo [Ung [ Y | oi | o0 oy 7,

1.0 0.5 0.5 0.5 0.04 | 0.01 0.01 0.01

Signaling Transmission Cost Weighting Factors | Paging Delay(msec)
c1 c2 c3 Ca cs e 15} T
1 1 1 1 1 0.4 0.6 3.0

Table 3: Performance Analysis Parameters
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Figure 7: Average Location Registration and Call Delivery Cost
vs. Inter-system Roaming Probability

LAs in system X or to a new system Y. When inter-system roam-
ing probability is small, the registration cost is dominated by intra-
system roaming between different LAs, involving HLR and VLR ac-
cess. Considering the HLR is much larger than the BLR, and the
HLR may not be as close to the roaming MT as the BLR, the access
and retrieval cost of the HLR is very likely higher than that of the
BLR, causing higher registration cost. On the other hand, if the inter-
system roaming probability is high, the registration cost is dominated
by accessing the BLR, resulting in lower cost. This is different from
the case of GLR-MAP with which the cost increases as the roam-
ing probability increases. Therefore, BLR-MAP reduces the location
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registration cost so that it is more suitable for high probability inter-
system roaming environment.

The average call delivery cost from (2) and (3) is shown in Figure 7(b)
as a function of inter-system roaming probability. We investigate the
cost under three different sets of values of A\; and \», which are the
average rates of incoming calls for Case 1 and Case 2 mentioned in
Section 4. It is observed that the average call delivery cost of GLR-
MAP is higher than that of BLR-MAP. The cost of BLR-MAP varies
under different set of A; and A values, whereas the cost of GLR-
MAP keeps unchanged.

5.2 Delay of Location Registration and
Call Delivery

The location registration delay is shown in Figure 8(a), in which we
find that the BLR-MAP outperforms the GLR-MAP in terms of the
registration delay. Similar to the case of location registration cost, the
location registration delay of BLR-MAP decreases when the inter-
system roaming probability increases. In the same way as for the
registration cost, the delay of inter-system registration and call de-
livery is associated with BLR and VLR. When inter-system roam-
ing probability is small, the registration delay is mainly determined
by accessing the HLR while it is dominated by accessing the BLR
when inter-system roaming probability is higher. Considering that
the retrieving delay of HLR is higher than that of the BLR, the delays
are decreased with the increasing inter-system roaming probabilities.
Figure 8(b) demonstrates the average call delivery delay as a function
of inter-system roaming probability using (8) and (12) for location
registration and call delivery. The performance of the BLR-MAP is
also better than that of the GLR-MAP in the sense of decreasing the
latency of location management.

5.3 Comparison of Call Loss Rates

The call loss rates caused by GLR-MAP and BLR-MAP are com-
pared in Figure 9, which are obtained from (15) and (16). We assume
that the incoming or outgoing calls would be lost if the MT has not
finished its inter-system location registration. Thus, if the GLR-MAP
is used, the incoming or outgoing calls may be lost due to the latency
of registration process. However, when the BLR-MAP protocol is
used, the MTs may initiate the location registration before they arrive
at the new network. Thus, the call loss rates can be reduced. The
improvement of BLR-MAP can be observed in Figure 9. It is quite
visible that the call loss rates decrease as the registration rates of the
BLR are reduced for the same processing time.

6. CONCLUSIONS

In this paper, we introduced a new cost-efficient signaling protocol
for the mobility application part (MAP), which is based on the new
concept of boundary location register (BLR). We proposed the de-
tailed procedure of location registration and call delivery for BLR-
MAP protocol. This protocol is specifically developed to maintain
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ongoing calls which are not well supported in the current GLR-MAP
protocol. We analyzed the overall system performance with respect to
the signaling cost of location registration and call delivery, the delay
of location management, and the call loss rates due to the location reg-
istration from one system to another. The numerical results demon-
strate that both the signaling costs and the latency of call delivery, as
well as the call loss rates can be reduced for various scenarios.
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