
Wireless Networks 6 (2000) 181–190 181

A routing algorithm for connection-oriented Low Earth Orbit
(LEO) satellite networks with dynamic connectivity
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Low Earth Orbit (LEO) satellites move with respect to a fixed observer on the Earth surface. Satellites in the polar regions and the
seam switch off their intersatellite links to the neighbor satellites. As a result, the connectivity pattern of the network changes. Ongoing
calls passing through these links need to be rerouted. A large number of simultaneous rerouting attempts would cause excessive signaling
load in the network. Moreover, the handover calls could be blocked because of the insufficient network resources in the newly established
routes or large connection re-establishment delay. In this paper, a routing protocol is introduced to reduce the number of routing attempts
resulting from link connectivity change. The protocol does not use the links that will be switched off before the connection is over.
Since the call durations are not known a priori, the proposed protocol utilizes a probabilistic approach. The performance of the protocol
is evaluated through simulation experiments. The experimental results indicate that the routing protocol reduces the number of rerouting
attempts resulting from connectivity changes of the network.

1. Introduction

Low Earth Orbit (LEO) satellites are located at altitudes
of 500–1500 km [2,8,9]. This low altitude results in low
propagation delay, lower power requirements in the user ter-
minals and the satellites, and efficient spectrum utilization
using small coverage area for each satellite. When inter-
satellite links (ISLs) are present, connections can be routed
through these links without requiring any terrestrial re-
sources. LEO satellite networks could have a dynamic con-
nectivity structure resulting from the satellite movement.
The ISL connectivity between satellites may change based
on the distance and viewing angle between them. Any
connection is subject to rerouting if it is passing through a
link that will be switched off before the connection is over.
This event is referred to as link handover. Large numbers
of rerouting attempts during the link handover would re-
sult in excessive signaling load in the network. Moreover,
the handover calls could be blocked because of the insuffi-
cient network resources in the newly established routes or
large connection re-establishment delay. The routing in the
LEO satellite networks has been investigated in [13] with
an emphasis on setting up routes between pairs of satellites
to minimize the number of rerouting attempts during link
handovers, i.e., optimization was performed for the routes
between satellite pairs. The optimization process results in
a unique route with minimum number of link handovers
during a system period1 for each satellite pair. All end user
connections that are served by the same satellite pair use
the same unique route. This algorithm reduces the num-
ber of link handovers; however, it can congest some of the

1 System period is defined as the time interval in which a satellite circulates
the Earth.

links, while it underutilizes some others. An optimal route
between two satellite nodes is not necessarily optimum for
a connection between two ground terminals since intersatel-
lite handovers result in changing satellite end nodes for the
connection. The optimization is needed for the route be-
tween two ground terminals. Moreover, the network con-
nectivity pattern is assumed to be static in the reported
simulation study. The performance of the algorithm should
be investigated for satellite networks with dynamic connec-
tivity.

Recently, the algorithm in [13] has been improved in
[12] by introducing a sliding window mechanism. In the
new algorithm, when optimization process is performed, the
routes are determined such that the number of handovers
occurring in a time window is minimized. By sliding the
window, new routes are determined after each topology
change. This algorithm uses a fixed window size. The
performance of the algorithm is sensitive to the relative
magnitudes of the call duration and the window size, which
should be around the average call duration to achieve good
performance. In [4,5], a LEO satellite network is modeled
as a Finite State Automaton (FSA) by dividing the system
period of the satellite network into equal-length intervals,
where the system period is defined as the least common
multiple of the orbit period and the Earth period. In this
approach, two satellites are defined to be visible from each
other in a state if they are within line-of-sight throughout the
state. The information about intersatellite visibility within
a state is encoded into a visibility matrix. In this way, the
LEO satellite network in a state can be regarded as hav-
ing a fixed topology. The purpose of the FSA algorithm is
to determine an optimum link assignment (e.g., topologi-
cal design) to make the best use of the limited number of
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ISL’s in each satellite. The algorithm determines the op-
timum link assignments for each state using the visibility
matrix. The optimal link assignment is defined as the one
that yields the best performance when the optimal static
routing is used. The FSA approach does not address the
reduction of the number of rerouting attempts due to the
link handovers. In contrast, more connections would need
to be rerouted during the state changes of the FSA model
since the link assignment is optimized only with respect to
the traffic pattern.

In this paper, we introduce a routing algorithm that re-
duces the number of rerouting attempts due to link han-
dovers by taking advantage of the LEO satellite system
dynamics and call statistics. Basically, the algorithm tries
not to use links that would be switched off before the con-
nection is over. Since the algorithm has no knowledge of
the exact call duration and the user location, the probabil-
ity distribution function (pdf) of the time duration in which
the call uses the established route is utilized by the routing
algorithm. The determined pdf is used to find a route that
will not experience a link handover with a certain proba-
bility during connection’s lifetime. The suggested routing
algorithm can be applied to any type of connection-oriented
network such as circuit switched voice networks or ATM
networks. In this paper, we assume that the LEO satellite
network carries mostly voice calls as in the case of major
LEO satellite networks such as Iridium and Globalstar [9].
The organization of this paper is as follows. In section 2,
the system model is introduced. In section 3, our rout-
ing protocol that reduces the number of rerouting attempts
resulting from the link handovers is introduced. In sec-
tion 4, the application of the proposed routing algorithm on
the Footprint Handover Rerouting Protocol (FHRP) [11] is
described. In section 5, the performance of the proposed
algorithm is evaluated. Finally, the paper is concluded in
section 6.

2. System model

In the LEO satellite system described, satellites are mov-
ing in circular polar orbits as shown in figure 1. Similar to
the Iridium system [6,7], there are six orbits in the network
as shown in figure 1. The satellites in orbits 1 and 6 are
counter-rotating, while the satellites in the other adjacent
orbit pairs are co-rotating. Since the speed of the satellites
in a circular orbit is constant and assuming that the orbit
is maintained, if the satellites are located at equal distances
over the orbit, the system configuration as shown in fig-
ure 1 repeats itself with a period To, which is referred to as
intersatellite gap, i.e., if Loc(t) is a function that gives the
location of the satellites at time t, then Loc(t) = Loc(t+To).
In the Iridium system, the satellites are moving at a speed
of 26,000 km/h (7 km/s). A satellite circulates the Earth in
100 minutes. The satellite visibility period (equivalently,
the intersatellite gap) is less than 10 minutes. Given this
small visibility period, the user mobility and the rotation of

Figure 1. LEO satellite network.

Figure 2. LEO satellites in polar region (top view).

the Earth are negligible when designing mobility manage-
ment algorithms.

In the LEO systems using intersatellite links and on-
board processing, connections can be routed without requir-
ing any terrestrial resources. There are two types of ISLs;
intra-plane ISLs connecting satellites within the same or-
bit and inter-plane ISLs connecting satellites in adjacent
orbits. Intra-plane ISLs can be maintained permanently.
On the other hand, inter-plane ISLs would be temporarily
switched off because of the change in distance and viewing
angle between satellites in neighbor orbits. In the analysis
reported in [14] for the Iridium system, it is concluded that
only ISLs between latitudes of approximately 60◦ North
or South would be maintained between counter-rotating or-
bits. The regions with latitudes higher than 60 degrees are
labeled as seams in the example network model depicted
in figure 1. The counter-rotating satellites going into the
seam temporarily switch off their ISLs to the satellites in
the neighbor orbits. Similarly, the satellites passing through
polar regions switch off their ISLs to the satellites in the
neighbor orbits [13]. Figure 2 shows the satellites passing
through a pole. The figure reflects the top view, i.e., look-
ing at the pole from a viewing position above the satellites.
Satellites a, b, and c (also shown in figure 1) are moving
toward the pole. Satellite b’s left and right neighbors are
satellites a and c, respectively. After passing the pole, the
neighbors of satellite b swap their positions. The new satel-
lite positions are labeled as a′, b′, and c′ in figure 1. During
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Figure 3. The footprints of the LEO satellites.

the transition, the ISL links a–b and b–c are switched off.
Exact switching times of ISLs are system dependent and
beyond the scope of our work. Without loss of generaliza-
tion, we assume that a satellite passing just over the pole
will switch off its inter-plane ISL until its neighbors swap
their positions. In figure 2, satellite b turns off its ISLs to
satellites a and c when it is just above the pole. The ISLs
are restored when satellites a and c swap their positions,
i.e., pass over the pole. The ISL connectivity change, be-
cause of either the seam or polar crossing, results in link
handovers and a dynamic network topology.

The service area, i.e., the footprint2, of a single satellite
is a circular area on the Earth’s surface in which the satel-
lite can be seen under an elevation angle equal to or greater
than the minimum elevation angle determined by the link
budget requirement of the system. For complete coverage
of the Earth’s surface, some overlapping between the foot-
prints of the adjacent satellites is necessary. The largest
possible effective footprint of a satellite is then equivalent
to the largest hexagon inscribed into the footprint as shown
in figure 3. The visibility period of a satellite, Tv, is de-
fined as the maximum time duration that a ground terminal
resides in the coverage region of a satellite and can directly
communicate with that satellite. The visibility period of a
typical LEO satellite is around 8–11 minutes [1]. If it is
assumed that only one satellite is visible to a ground termi-
nal (minimal coverage) at any time, it is trivial to show that
the visibility period and the intersatellite gap are identical,
i.e., To = Tv. However, note that, because of the circu-
lar coverage of the satellites, some overlapping between
the footprints of different satellites is required to achieve
global coverage. So, Tv can be slightly larger than To. Due
to the movement of the satellites, the user terminals on the
ground may not stay in the coverage region of the initial
end satellites throughout the communication. To ensure
that ongoing calls are not disrupted, calls should be trans-
ferred to other satellites whose coverage regions contain the
ground terminals. This event is referred to as connection
handover. During a connection handover, the existing con-
nection route should be updated accordingly. Connection
handover algorithm implemented in a system determines
how often rerouting is used during connection handovers.
The routing algorithm presented in the next section assumes

2 Service area, coverage area, and footprint are used interchangeably in
this paper.

the knowledge of the probability distribution function for
the time between connection handover rerouting attempts.

3. Probabilistic Routing Protocol (PRP)

Link handovers, as explained in section 2, occur as a
result of the movement of the satellites. Satellites going
into the seam or the polar regions switch their ISLs to
the neighbor orbits off temporarily. Any established route
is subject to rerouting if it is passing through a link that
will be switched off before the connection is over. If the
number of connections that need to be rerouted is large,
the resulting rerouting attempts cause signaling overhead
in the network. Moreover, call blocking would occur be-
cause of insufficient network resources in the new route or
large connection re-establishment delay. In this section, we
introduce the Probabilistic Routing Protocol (PRP), which
uses the knowledge of the ISL connectivity pattern to re-
duce the number of rerouting attempts resulting from link
handovers.

LEO satellites move around the Earth with a constant
speed, i.e., the movement and the ISL connectivity patterns
are known a priori. The knowledge about this determinis-
tic pattern can be used to reduce the number of rerouting
attempts because of the link handovers. The Probabilistic
Routing Protocol makes use of this property. Basically, the
protocol does not use the links that will be switched off be-
fore the connection is over. The algorithm can be realized
only if the exact call duration is known at call set-up instant,
which is not a realistic assumption. However, the probabil-
ity distribution function of the time duration in which the
call uses the established route can be determined based on
the call statistics and the dynamics of the satellite system.
We use the fact that a call releases the established route due
to two events: call termination and intersatellite handover
that results in complete rerouting. The developed probabil-
ity distribution function is used to find a route that will not
experience a link handover with a certain probability when
the connection is active.

The network topology is represented by an N ×N cost
matrix C, where N is the number of satellites in the sys-
tem3. The entry cij represents the cost of the communi-
cation link from satellite i to satellite j. If there is no
active ISL between satellites i and j, the cost is equal to
infinity, i.e., cij = cji =∞. The cost matrix C is time de-
pendent since the entries change based on the dynamics of
the satellite network. Any routing algorithm, such as min-
imum cost [3] or shortest distance [3], can be used when
the connectivity matrix is defined. However, the routing
algorithm has no knowledge about the topology changes of
the network. A newly established connection would need
to be rerouted due to link handover occurring in one of the
satellites in the connection route. In PRP, a probabilistic
connectivity matrix R is used to limit the number of rerout-

3 As an example, the Iridium system has 66 satellites while Globalstar has
48 satellites [9].
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Figure 4. Timing diagram of call routing events.

ing operations during a link handover. A connection route
is held until the call is terminated due to connection ter-
mination, intersatellite handover, or link handover. A call
termination event occurs when the communicating parties
complete their call. The time interval between the route
establishment and the call termination event is called as
residual call duration, Tc. Intersatellite handover occurs
due to the moving coverage of the satellites serving the
source and destination user satellites, as will be explained
in section 4. An intersatellite handover may result in the
addition of new satellites in the existing connection route.
The resulting route is still expected to use a portion of the
previous route. In some cases, a whole new route may
have to be set up for the communication. The time from
route establishment to an intersatellite handover that results
in complete rerouting is called as intersatellite handover
rerouting time, Thr. The link handover event for satellite
i depends on the network architecture and the position of
the satellite i relative to any polar region and the seam.
The time interval from the route establishment to the link
handover of satellite i in the route is referred to as link han-
dover time, Ti,lh, for satellite i. The relation among differ-
ent route termination events is depicted in figure 4. A call
arrives at time t = t1. Since the call terminates at time
t4, the residual call holding time is Tc = t4 − t1. An in-
tersatellite handover is expected to occur at time t = t3.
However, at least one of the satellites in the connection
route experiences a link handover at time t = t2 < t3. The
connection is rerouted at this instant. The link handover
time, Ti,lh, is equal to t2 − t1, where i is the index of the
satellite that experiences link handover. The connection is
rerouted at time t = t2. Note that, after rerouting, new val-
ues of residual call holding time and intersatellite handover
time become t4 − t2 and t3 − t2, respectively. The value
of the link handover time changes based on the new route
established. If no more link handover occurs before the call
terminates, the next rerouting event occurs at t = t3 due
to the intersatellite handover. The call terminates at t = t4
upon the request of the communicating parties.

The connection rerouting resulting from link handovers
can be controlled if the link handover time of each satel-
lite in the system is utilized during the routing process.
In contrast, the call termination and intersatellite handover
events occur randomly and are independent of the routing
algorithm. In the example timing diagram depicted in fig-
ure 4, if a link handover would have occurred after the inter-

satellite handover event, i.e., t2 > t3, no rerouting would
be required as a result of the link handover. A suitable
choice of a connection route would delay the occurrence of
the link handover until the connection releases the existing
route due to either call termination or intersatellite han-
dover. The goal of PRP is to establish connection routes
such that routes are terminated by call termination or inter-
satellite handover events, instead of by link handover, with
a target probability p, i.e.,

P
(
min(Tc,Thr) < Ti,lh

)
> p, (1)

for each satellite i in the established route. The value of
the target probability p is chosen by the network, and rep-
resents the level of reduction in the number of rerouting
attempts as will be explained in section 5. Since call ter-
mination and connection handover events occur randomly
with known probability distribution functions, equation (1)
can be utilized to ensure that the call termination or inter-
satellite handover rerouting event occurs before a satellite
in the connection route experiences a link handover event.
The PRP removes any ISL from consideration for routing
that violates equation (1). As a result, the connection expe-
riences either a call termination or a connection handover
rerouting with probability p before a link handover event
occurs for any of the satellites in the route. The proposed
routing protocol works as follows:

1. Copy connectivity matrix C to the probabilistic con-
nectivity matrix R, i.e., rij = cij for 1 6 i, j 6 N .

2. Find the target route holding time, Ttr, value such that

P
(
min(Tc,Thr) < Ttr

)
= p. (2)

3. Remove the ISLs of the satellites with Ti,lh < Ttr from
the probabilistic connectivity matrix R, i.e., rij =
rji = ∞ for satellites i and j in neighbor orbits if
Ti,lh < Ttr.

4. Apply a routing algorithm such as minimum cost [3]
or minimum hop [3] using R.

The term min(Tc,Thr) is a random variable and will be re-
ferred to as route usage time, Tru = min(Tc,Thr), which
is the time interval the connection uses a route if no link
handover occurs before the route is released as a result
of the call termination or an intersatellite handover rerout-
ing. The algorithm simply removes the ISL links that will
be switched off in a time interval shorter than Ttr. For a
newly arriving call, Tc is equal to the call holding time.
Intersatellite handover rerouting time, Thr, depends on the
cell geometry, the initial position of the user terminal in the
cell, speed of the satellites relative to the user terminal, and
the handover protocol used in the system. In section 4, the
application of the PRP to the Footprint Handover Rerouting
Protocol (FHRP) [10,11] is presented.

The PRP removes certain links from consideration for
routing to reduce the number of rerouting attempts in the
future. In other words, the call blocking rate of the network
is expected to increase. Hence, a trade-off exists between
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the call blocking rate and the number of rerouting attempts
because of the link handover. A distinction between new
calls and intersatellite handover calls can be made. The
call blocking rate for latter type of calls should be smaller
compared to that for new calls since the interruption of an
ongoing call is more annoying for users than the block-
ing of a new call. Thus, the PRP is suggested only for
newly arriving calls. For handover calls, the route should
be determined using all the ISLs with available capacity.

4. Application of the PRP to the FHRP

The Footprint Handover Rerouting Protocol (FHRP)
[10,11] has been proposed to balance the simplicity of route
augmentation and the optimality of complete rerouting dur-
ing a connection handover. The FHRP has two phases:
augmentation and footprint rerouting (FR). In the augmen-
tation phase, a route between the new end satellite and a
satellite already in the route is established, and the unused
portion of the route is removed. The FR phase is applied
after both end satellites are replaced with the satellites in
their respective orbits. The connection route changes com-
pletely in the FR phase. Connection handover rerouting
time, which is used in PRP, is equal to the time interval
between the route establishment time and the time instant
where both end satellites are replaced with satellites in their
respective orbits. Thus, the connection handover rerouting
time, Thr, is equal to max(Ths,Thd), where Ths and Thd are
time intervals between the call establishment and time in-
stants when the original source and destination satellites are
replaced with satellites in their respective orbits. The pdf
of Thr, Fhr(t) = P (Thr < t), is given by

Fhr(t) = P (Ths < t)P (Thd < t) =
[
P (Th < t)

]2
, (3)

where single rerouting time Th is a random variable de-
noting Ths and Thd, which are independent and identically
distributed random variables. For the clarity of the presen-
tation, Th is called as the single rerouting time.

The pdf of the single rerouting time depends on the lo-
cation of the user terminal inside the footprint and the size
of the satellite footprint. The location of the user terminal
is uniformly distributed in the hexagonal area. A terminal
located in the rectangular area shown in figure 5 experi-
ences an intra-orbit handover4 and is ready for the FR after
the first handover. The probability of a user terminal being
located in the rectangular area of the cell is equal to 2/3,
which is the ratio of the area of the rectangle and the area
of the hexagon. Hence, a user terminal experiences intra-
orbit handover with probability 2/3. The distance traveled
by such a user terminal is distributed uniformly in [0,Tv],
where Tv is the visibility period, which is defined as the
longest time interval in which a satellite is visible to a

4 Intra-orbit handovers are the ones between adjacent satellites in the same
orbit, while inter-orbit handovers are the ones between satellites in ad-
jacent orbits.

Figure 5. Inter- and intra-orbit handover regions.

Figure 6. Timing diagram for FR.

ground terminal as shown in figure 5. Note that the visibil-
ity period Tv is assumed to be equal to the intersatellite gap
To in this paper. A terminal located in one of the shaded tri-
angles in figure 5 experiences an inter-orbit handover. Fig-
ure 6 illustrates a timing diagram for a call located in the
right triangle region. The call arrives at the network at time
t = te. For the sake of clarity, the footprints of the satellites
are stationary, but the terminal moves with a speed relative
to the satellites. The ground terminal is served by the orig-
inal end satellite S, initially (region I). At t = t1 > te, the
first inter-orbit handover occurs. The ground terminal is
served by SI (region II) until t = t2 > t1 when the second
inter-orbit handover occurs. After t = t2, the ground ter-
minal is served by S′. The user terminal is ready for the
FR phase at t = t2. Single rerouting time, Th, for this user
terminal is equal to t2 − te, which has a pdf given as

Fh(t | interorbit handover) =


t2

T 2
v

for t ∈ [0,Tv],

1.0 for t > Tv.

(4)

The second line of equation (4) is intuitive since a call has
to use FR in a time interval shorter than Tv. Combining
the distribution functions for square and triangle regions,
the pdf of single rerouting time, Fh(t) = P (Th < t), is
determined as

Fh(t) =


2t

3Tv
+

t2

3T 2
v

for t ∈ [0,Tv],

1.0 for t > Tv.

(5)
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Figure 7. Route usage time pdf for various call holding times.

The distribution function for connection handover rerouting
time, Fhr(t), is determined using equations (3) and (5). The
route usage time is equal to the minimum of the residual
call holding time and the intersatellite handover rerouting
time, i.e., Tru = min(Tc,Thr). Using exponential call hold-
ing time, the distribution function of the route usage time,
Fru(t) = P (Tru < t), is found as

Fru(t) =

{
1 + e−µt

(
Fhr(t)− 1

)
for t ∈ [0,Tv],

1.0 for t > Tv,
(6)

where µ is the inverse of the call holding time. Figure 7
shows the pdf of the route usage time for various values of
call holding time with a visibility period of 10 min. When
the call holding time is small compared with the visibility
period, such as when the mean call holding time is equal to
1 min, route usage time is almost exponentially distributed
with a parameter equal to that of call holding time. The
visibility period becomes more effective on the route us-
age distribution when the connections stay in the network
for longer time periods, as in the case of calls with mean
holding times equal to 10 min.

5. Performance evaluation

The performance of the PRP has been evaluated to in-
vestigate the trade-off between the number of rerouting
attempts during the link handovers and the call blocking
probabilities. The performance of the PRP is compared
for different values of the target probability and mean call
holding times. When the target probability is equal to zero,
route usage time information is not used at all for rout-
ing, i.e., PRP is identical to the direct application of the
Dijkstra algorithm [3]. The connections are assumed to
be voice calls. Both the call interarrival and call holding
times are exponentially distributed. No traffic is gener-
ated in polar regions. The simulated LEO satellite network
has 6 orbits and each orbit has 11 satellites. The simu-
lation time for each experiment is 300 min. First 60 min
of the experimental data are discarded to remove the tran-

Figure 8. Relative rerouting frequency as a function of call arrival rate.

sient behavior of the simulation experiments. The num-
ber of ISL channels between neighbor satellites is equal
to 150. The Dijkstra algorithm [3] is used in combination
with the PRP to determine routes for new calls. The cost
of each ISL is equal to one, and, thus, the resulting route
corresponds to the minimum hop route. Note that even in
the minimum hop routing, the load on the ISL channel is
considered so that the Dijkstra algorithm finds the mini-
mum hop route that does not contain any congested ISL
link.

Figure 8 shows the performance of the PRP in terms of
relative link rerouting frequency, which is defined as the
ratio of the number of link rerouting attempts for a given
target probability to that of for a target probability of zero.
The effects of the PRP become noticeable when the target
probability p, as defined in equation (1), increases. The
relative frequency decreases as larger target probabilities
are used. As an example, a target probability of 0.99 results
in 80% decrease in the number of link rerouting operations.
The reduction in the number of rerouting attempts is less for
smaller target probabilities. As seen in figure 8, relative link
rerouting frequency is almost independent of traffic load
since the PRP operates independently for each arriving call.

Second set of experiments focuses on the call blocking
performance for different values of the target probability.
The new call blocking probability, which is defined as the
ratio of the number of blocked new call arrivals and the
number of new call arrivals, is shown in figure 9. The
results confirm that the use of PRP increases the new call
blocking probability. Especially, the blocking probability
for a target probability of 0.99 is much larger than those
of lower target probabilities. This can be explained using
figure 7. The call holding time for this experiment is equal
to 3 min. The probability distribution function of the route
usage time reaches 0.9 at the end of the third minute. To
achieve a probability of 0.99, the target route hold time
should be as much as 7 min, i.e., the links that will be
switched off within 7 min are not considered for routing
for a newly arriving call. This clearly results in a high
call blocking rate compared to the blocking rates achieved
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Figure 9. New call blocking probability as a function of call arrival rate
and target probability.

Figure 10. Rerouted call blocking probability as a function of call arrival
rate and target probability.

using smaller target probabilities. For calls with holding
times of 3 min and visibility period of 10 min, target prob-
ability would be set to 0.90 to decrease the relative link
rerouting frequency to 0.5. Thus, an empirical choice of
the target probability based on the traffic characteristics and
the system geometry would solve the trade-off between the
normalized rerouting frequency and the call blocking prob-
ability. The blocking probability in this case is very similar
to that of target probability of zero. Figure 10 shows the
blocking probability for handover calls. The blocking prob-
ability for handover calls is slightly better for high target
probabilities since the capacity kept by denying service to
new calls is utilized partially by the rerouted calls. Not sur-
prisingly, the rerouted call blocking for a target probability
of 0.99 is smaller for every call arrival rate simulated. To-
tal call blocking probability, which is the ratio of number
of blocked calls to number of call arrivals, is very similar
to the new call blocking probability as shown in figure 11.
Finally, the algorithm performance for calls with different
average call holding times is presented in table 1. For
this set of experiments, the call arrival rates are adjusted

Figure 11. Total blocking probability as a function of call arrival rate and
target probability.

Table 1
Relative rerouting and blocking probabilities as a function of average call

blocking time.

Avg. call Relative Handover blocking probability
holding rerouting

time frequency p = 0.0 p = 0.9

1 min 0.33 0.0001 (0.009) 0.00009 (0.01)
3 min 0.47 0.001 (0.008) 0.0009 (0.011)
5 min 0.45 0.0015 (0.003) 0.001 (0.009)
7 min 0.43 0.0026 (0.003) 0.0016 (0.01)

to achieve a total blocking probability of around 0.01 for
the PRP algorithm with a target probability of 0.9. The
relative rerouting frequency is smallest when the average
call holding time is 1 min. This is because, even for a tar-
get probability of zero, most of the calls are terminated by
the communicating parties before a link handover occurs.
When the average call holding time is 3 min, the relative
rerouting frequency becomes 0.47; however, for further in-
creases in call holding times, the relative rerouting time
decreases slightly. This is because, for calls with very long
holding times, the connections experience a route change
due to intersatellite handover. Note that the PRP is not ap-
plied when a connection is rerouted as a result of link or
intersatellite handover. The third and fourth columns of ta-
ble 1 show the handover call blocking probabilities for the
target probabilities of 0.0 and 0.9. The total blocking prob-
abilites are given in the parentheses. Handover blocking
probability is increasing with increasing average call hold-
ing times. Total blocking probabilities are comparable for
small average call holding times. For average call holding
times of 5 and 7 min, the total call blocking probabilities
for a target probability of 0.0 is much smaller than that for a
target probability of 0.9. This is because, for large holding
times, the PRP removes an excessive number of links from
consideration when a new call arrives and, as a result, the
new call blocking probability increases.

The third set of experiments addresses the performance
of the PRP with the FHRP in terms of the change in the
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Figure 12. Probability density function of delay jitter for FHRP and full
connection re-establishment.

route length, or delay jitter, during a rerouting operation.
The performance of the PRP is compared with that of the
full route re-establishment algorithm in which an optimal
route is determined during intersatellite and link handovers.
The routing algorithm used in the simulations finds a min-
imum hop [3] route using the links with available capacity.
Thus, when the full connection re-establishment algorithm
is used, the call is always routed through the minimum num-
ber of satellites. On the other hand, the FHRP [11] performs
local route updates during the augmentation phase, while it
replaces the augmented route with the FR route when it is
applicable. Figure 12 shows the delay jitter probability for
the PRP and the full connection re-establishment for calls
with holding times of 3 min. The target probability for the
PRP is set to 0.9. The performance is investigated for two
different traffic loads. The traffic arrival rate for the “low
load” scenario is 1200 calls/min, while it is 1450 calls/min
for the “high load” case. The total call blocking rates for
the low and high load scenarios are in the order of 10−3 and
10−2, respectively. For both traffic loads, the change in the
route length is less than three hops for most of the rerout-
ing attempts. In almost 70% of the rerouting operations, the
route length changes by only one hop. Moreover, the FHRP
performs similar to the full connection re-establishment al-
gorithm. When the traffic load is high, the change in the
route length would go up to 8 hops. However, the proba-
bility of this event is very small. Specifically, 99% of the
rerouting attempts in the FHRP result in delay jitter values
less than 3 and 5 hops for low and high traffic load cases,
respectively. When the full connection re-establishment al-
gorithm is used, the 99% of the rerouting attempts result in
delay jitter values less than 3 and 4 hops for low and high
traffic load cases, respectively. These results show that the
delay jitter performance of the FHRP is indistinguishable
from that of full connection rerouting algorithm.

In the second part of the delay jitter experiments, the
effects of the value of the target blocking probability is
investigated. Figure 13 shows that the target probability has
almost no effect over the performance. This is because the

Figure 13. Probability density function of delay jitter for FHRP with target
probabilities of 0.9 and 0.0.

Figure 14. Probability density function of delay jitter for FHRP with
different call holding times.

intersatellite handovers occur much more frequently than
the link handovers. Thus, the delay jitter performance is
determined by the FHRP. Similarly, the mean holding times
of the calls have no effect over the delay jitter density as
shown in figure 14, where the density functions for calls
with holding times of 3, 5, and 7 min are given. When a call
stays in the network for a long time period, it experiences
a high number of intersatellite handovers. However, since
the FHRP provides low delay jitter during the intersatellite
handovers, the performance is independent of the number
of rerouting attempts experienced by user connections.

6. Conclusions

In this paper, a routing algorithm, which is referred to
as the Probabilistic Routing Protocol (PRP), has been intro-
duced to handle the link handovers occurring in the LEO
satellite networks with dynamic topology. The underlying
network architecture is a LEO satellite network with circu-
lar polar orbits. The routing algorithm targeted connection-
oriented networks and voice calls in particular. The Prob-
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abilistic Routing Protocol reduces the number of rerouting
attempts during a link handover, which occurs because of
the dynamic topology of the LEO satellite network. The
algorithm removes all the ISLs that will experience a link
handover during the lifetime of a connection from consid-
eration for routing during the route establishment phase of
a new call. However, since the call holding time is a ran-
dom variable, the connection lifetime cannot be determined
exactly. Instead the PRP finds the time duration in which
the route will be used by the user terminals with a certain
probability that is referred to as target probability. As a re-
sult, the route does not experience any link handover with
the target probability. Based on the simulation results, the
PRP reduces the number of link rerouting attempts by 80%
for calls with mean holding times of 3 min when the target
probability is set to 0.99. However, since a number of ISLs
are removed from consideration for routing, the new call
blocking probability becomes large for the target probabil-
ity of 0.99. Thus, there is a trade-off between the gain in
the number of rerouting attempts and the new call blocking
probability. Based on the simulation results, a target prob-
ability of 0.9 provides 50% gain in the number of rerouting
attempts with a tolerable increase in the new call blocking
probability. Finally, the change in the route length, or delay
jitter, has been investigated for the FHRP and the PRP. The
delay jitter performance of these algorithms is very similar
to that of the full route re-establishment algorithm. Based
on the experimental results, most of the route update oper-
ations result in a route length change of only 1 hop. More
specifically, in 99% of the route change events, the delay
jitter is less than 5 hops. Furthermore, the performance is
independent of the target probability used in the PRP and
the average call durations.

A number of future improvements are possible for the
PRP. The PRP assumes that the users are distributed uni-
formly over the satellite coverage areas. Nonuniform distri-
butions should be studied. In addition, instead of removing
a link from consideration for routing, the link would be
given a high link cost value and can be kept in the routing
set. This way, the new call blocking probability would be
decreased. Finally, the routing problem should be studied
when a connectionless network protocol such as IP is used
over the satellite network.
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