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A Slotted CDMA Protocol with BER Scheduling
for Wireless Multimedia Networks
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Abstract—In future wireless multimedia networks, there will IMT-2000 systems by standadization bodies all around the
be a mixture of different traffic classes which have their own world [14]. For voice CDMA systems based on the 1S-95
maximum tolerable bit error rate (BER) requirements. In this g0 04arg ‘power control is used to combat the near—far problem

paper, a novel medium access control (MAC) protocol called b LT | ived he b
wireless multimedia access control protocol with BER scheduling PY maintaining nearly constant received power at the base

(in short form, WISPER) for CDMA-based systems is proposed. station [6]. If this conventional power-control scheme applies
WISPER utilizes the novel idea of scheduling the transmission for multimedia traffic without any modification, the capacity is
_?Lem:gih“;ggigr paascsﬁe;?s acrfo‘ﬁgie”sgtéotrt\zeiragzis rz%‘gregﬁgizs largely limited by the traffic with the lowest BER requirement
an iterative procedu%e tg) determine a gcf)od accbmmoc?ation of [1], [5], [6], [26]. In other words, V(,)'Ce packets can typlcglly
the highest-priority packets in the slots of a frame so that tolerate BER's of up to 10°, while data packets require
packets with equal or similar BER requirements are transmitted BER’s below 16°. Consequently, it is wasteful to schedule

in the same slots. The proposed WISPER protocol has beensjmultaneous transmissions of voice and data packets, since
validated using a software emulator on the cellular environment. o transmission channel must be able to satisfy the most
Performance evaluation results based on the implementation are e

also included in the paper. stringent BER specification among all the packets that are

being transmitted at the same time.

The conventional closed-loop power control can easily be
extended to support multimedia traffic by assigning different
power levels to different traffic types [23]. Likewise, this
|. INTRODUCTION scheme maintains the received power at a fixed level for each

T IS anticipated that traffic in next-generation cellulafaffic type no matter what the transmission rate is. More

wireless networks will be a mixture of voice, data, anfecently, several approaches have been released to propose
video messages. Most services and applications Currerﬂ@tima power control for multimedia multirate traffic in the
available in wireline networks will be adapted and extended &&nse of maximizing the capacity or minimizing the total
the wireless environment. Packets generated by future mobii@nsmit power [28], [27], [24], [10]. In [27] and [24], the
platforms will belong to one of several traffic classes. Each optimal power distribution is obtained through the use of
these classes will exhibit a large variety of characteristics andannel measurement information.
inherent requirements, such as transmission rate, maximuntPolicies which schedule the order of transmissions for mul-
tolerable bit error rate (BER), and timeout specificationsimedia packets will have a great impact on the efficiency and
Because of the expected variability in the transmitted traffiperformance of MAC protocols for future wireless networks.
it is predicted that traditional voice-based medium acce$te design of an efficient “packet scheduler” is a difficult task
control (MAC) protocols such as [7], [25], [29] would performthat typically involves a large number of conflicting require-
poorly in future wireless networks. What is required is a nements which must be analyzed and weighted before a balanced
generation of highly flexible MAC protocols that can easilynd “fair” solution can be found. Several criteria can be used as
adapt to the changing conditions and requirements of projectggidelines for the design of an efficient packet scheduler, e.g.,
multimedia traffic over future wireless networks. maximization of throughput, minimization of packet losses,

Code-division multiple access (CDMA) has emerged as ongholding of quantitative quality of service (QoS) guarantees,
of the most promising multiple-access techniques for futughd scheduling according to a pre-defined priority struc-
wireless multimedia networks [18] and has been selected fafe. Several scheduling disciplines have been proposed for
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component, a hybrid multiple-access scheme is used in [8]e results. Finally, in Section VI we conclude the paper by
similar to our protocol introduced in this paper. However, onliighlighting our contribution.
traffic rate and delay constraints are considered in [3] to assign
resources and users with different BER requirements will bell. SLoTTED CDMA wiTH BER SCHEDULING PROTOCOL
spread over the same interval.

The objective of these scheduling disciplines is to prgx, The CDMA System Model

vide performance guarantees in terms of delay, dela_ly Jltter’We consider a wireless cellular network system that uses

€ Ds-cpma (MC-CDMA) similar to the system model
. _described in [2] and [12]. In this model, all data packets are

Mransmitted at a “basic” rate. To increase its transmission rate

for W|reles§ ATM .netw_orks, based. on a tran;mssmp "Sver the basic rate, a mobile terminal may be able to transmit
quest/perml_t paradigm, is proposed in [Zl].' In this .algo.nthnﬂj, to m packets simultaneously, thus becoming :arrate
the peak. bit rate declared by. each mob'lle.termmal '|n t obile terminal. An active mobile terminal admitted to the
network is enforced by spacing transmission permits a

§ystem is assigned a primary pseudonoise (PN . In
cordingly. All transmission requests are stored and servic ﬁ? g P y P (PN)

. : ! e er to transmit at rates higher than the basic rate, mobile
according to a first come first served (FCFS) discipline. inal different spreading codes” (i=1,-- m)
demand-assignment MAC protocol based on multicode (M o US€s di P 9 M=

. . r each basic-rate stream to be transmitted. The different
direct-sequence (DS) CDMA was recently proposed in [13]; ; () . )

. . . . ~spreading code€§’,,” are derived from the primary PN code

In this protocol, the transmission scheduling policy takes infQpy
account both the maximum transmission rate capabilities of*
a mobile terminal, as well as the transmission rate being CW =0'Nx D, D;LD; i#j.
requested. Note that the packet timeouts are ignored in [13 ) )
and [21]. where D;(D, L D,,i # j) are fromi)a set c()f) orthogonal

In this paper, we introduce the WISPER protocol, §°des (e.g., Walsh codes), so thal” L i’y i # 3§
novel MAC protocol for CDMA systems that tailors theS gl_Jaranteed. In theor_y and because of th|s.orthog(.)nal|ty,
transmission of multimedia packets according to their BERUItiple streams transmitted from the same mobile terminal do
requirements. WISPER can be classified as a slotted 4 mte_rfere with each other. In reality, there is always_ some
demand-based assignment protocol. Considering that wirelg¥gual interference. We assume that each mobile terminal that
bandwidth is perhaps the most scarce and precious resoupcaccepted into a cell is assigned a different primary PN code.
in a wireless communication system, the main objectiv@s”m‘"?‘ry codes can bg “reused” after a mobile terminal f|n|§hes
of the WISPER protocol are to maximize the throughptﬁs wwgless cqnnect_lon. As long as there are no .confhcts,
and to minimize the packet losses. WISPER contains azmobile Fermmal will !<eep the same PN code as it travels
novel work-conserving service discipline for schedulinirough different cells in the network.
the packet transmissions. In WISPER, the throughput is _
maximized by ordering packet transmissions according & The Basic Protocol
traffic classes and by scheduling the packet transmissionsVe consider a wireless network that can support several
at the mobile terminal’s maximum possible transmissiotlassess,, for ¢ = 1,2, -, of multimedia traffic (e.g., voice,
rate. In addition, packet losses are minimized by using data, email, video, audio, fax, etc.). Each of these traffic classes
novel packet-prioritization scheme that determines packsesents specific characteristics such as constant or variable bit
transmission order by the remaining time until the packeite (VBR), activity factor, and timeouts, as well as specific
timeout. Since our protocol classifies packets into differe@oS requirements, such as maximum tolerable BER'’s, packet
slots based on their BER target, the conventional powetrror rates (PER), and packet loss rates (PLR). We assume
control scheme can be used with one power level for eatttat mobile terminals generate packets in batches, where all
slot, which is simple to implement compared to other powgrackets in a batch have the same timeout specification. In our
control methods using different power levels at the same timeotocol, the total available bandwidth is divided in two bands,
for each slot. one for the uplink, the other for the downlink. For both bands,

The remainder of this paper is organized as follows. ltme is divided into frames of length;. The frame length is
Section Il, we provide an overview of the proposed protocathosen so as to coincide with the packet arrival rate of the most
The overview includes a description of the CDMA systerabundant traffic class (usually voice). A typical frame length is
model being considered, as well as a description of the proto@okthe order of 16 ms [8]. For the uplink, each frame is divided
operation. In Section Ill, we present a description of thiato /N, packet slots and one request slot, as shown in Fig. 1.
novel packet scheduler developed for the WISPER protoc&ach packet slot can carry any class of traffic. The request
We analyze the components of the scheduler mechanism aitat can be used for two purposes: 1) to place admission
provide an example of the packet accommodation processguests by new mobile terminals that want to be admitted to
In Section IV, we present a description of the traffic modelfie wireless network and 2) to place transmission requests by
developed for the performance evaluation of the protocahobile terminals currently registered in the wireless network.
In Section V, we examine the performance of the protocol, When a mobile terminal wants to be admitted to the wireless
state our assumptions, describe simulation models, and analyegvork, it selects at random a PN code from a pool of codes
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Frame k Frame k+1 that requested admission to the network, and to provide
«—— T T, ——>f transmission instructions to mobile terminals that previously
UPLINK Reguest : requested permission to transmit packets. A base station does
5‘;"1 S];tl"'|1§h'); ﬁ?} st not need to send an identification number when it tries to
£ : communicate with a given mobile terminal. Rather, the base
Frame k+1 station simply needs to transmit its message using the same
T N primary PN code that is being used by the mobile terminal.
DOWNLINK f When the base station responds to a request for packet
Slot  Slot Slot  Slot transmission, it specifies the slot(s) and the corresponding
L] 2Nt N number of packets that can be transmitted in the next frame.
Co?trol The control slot can also be used by the base station to
Slot provide acknowledgment information on the packets that were

successfully received in a previous frame.

Fig. 1 also shows the relative timing of the upstream and
downstream frames. For the upstream frame, the request slot
specifically reserved for this purpose. Using this code, th@nnot be the last slot in the frame, since the base station
mobile terminal places an admission-request packet in thgeds time to process the requests and to compute the slot
request slot. The request slot contains the mobile termingdsignments before the next upstream frame begins. The exact
identification number, information about the traffic class tBosition of the request slot will depend on the processing
be transmitted, the mobile terminal’'s maximum transmissi@pabilities at the base station. Also, since the mobile terminals
rate capabilities, and, if applicable, the bit rate characteristigged to have their transmission slot assignments on time, the
(such as lower and maximum bit rate limits) of the traffic to bgownstream frame is not aligned with the upstream frame and
transmitted. Collisions can occur in the request slot if there agvays begins with the control slot. In addition, note that the
two or more admission requests using the same PN codeef@# of the control slot does not coincide with the beginning of
if the total number of simultaneous request packets resultstfie next upstream frame. This is so that mobile terminals have
unmanageable mutual interference. If no collisions occur in tighe to process the base station’s replies. Note also that the
request slot, the packet was received successfully, and if #jge of the control and request slots is not necessarily equal
call admission controller (CAC) determines that the QoS reo the size of the data slots (typically, control slots will be
quirements of other mobile terminals can still be satisfied aftefmaller than data slots).
this mobile user is admitted, the mobile terminal receives anThe WISPER protocol designates slots that can support
acceptance notification. The acceptance information includgsritain BER'’s, and it schedules packet transmissions in these
a unique identification number and a primary PN code for thgots in such a way that the wireless bandwidth can be used
exclusive use of the mobile throughout its connection lifetimefficiently. Consider that each traffic clasg for ¢ = 1,2, -,

Whenever a mobile terminal has new packets ready faas a maximum BER specification given By, ). The BER
transmission, it must send a transmission request to the bas@ communication channel is a function of several factors,
station indicating the number of packets in the new batcé,g., thermal noise, interference, received signal power, mod-
as well as the corresponding timeout value of the packefftion, and forward error-correction scheme being employed,
(conversely, the mobile terminal can specify the generatiesic. Obviously, a factor of fundamental importance in the de-
time of the packets, so that the timeout value can be deducadjmination of the BER is the number of mobile terminals that
A mobile terminal sends the transmission request either Aye concurrently transmitting in the same channel bandwidth.
using the request slot or by piggybacking the request inTais is because in CDMA, from the perspective of a transmit-
previously transmitted data packet. The latter method is used, any other simultaneous transmission in the same frequency
whenever possible in order to reduce contention in the requiahd contributes as noise to the transmitted signal. We assume
slot. In either case, requests are transmitted using the mohieat mobile terminals do not need to send continuous data to
terminal’s assigned primary PN code. Once a request Hasep the base station in synchronization. Also, we assume that
been received, a data structure is used by the base statiothto maximum number of simultaneous transmissions which
keep track of the batch associated with the request. The dedm be allowed without exceeding a certain BER can be
structure contains information such as the mobile terminal théétermined for the current system. In other words, we assume
owns the batch, the packets’ timeout value, and the numbertioét if the maximum tolerable BER valuég, forg = 1,2, - -,
packets in the batch. This information is kept until the packe#se givena priori, we can always determine the maximum
in the batch have been received successfully, or until theymber of simultaneous transmissid@, ), forg =1,2,-- -,
timeout and are discarded. that can be allowed so that the corresponding BER values

For the downlink, the base station has sole control afe not exceeded. The maximum tolerable BER valyesre
the downstream traffic, and thus, request slots for the bake BER values of théransmission channelObviously, the
station are not needed. As shown in Fig. 1, downstream framemnsmission BER values can be decreased by using adequate
are also of lengthry, and are divided intaV, packet slots error-correction coding techniques.
and a control slot. The control slot is used by the baseTo use the available bandwidth in an efficient manner,
station to provide acceptance naotification to mobile termingigckets that have either equal or almost the same maximum

Fig. 1. Uplink and downlink channels: timing diagram.
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BER specifications should be transmitted in the same slpackets from the same and other traffic classes that need to be
Obviously, if two packetsh and & with maximum tolerable transmitted in the same frame. Several packets with different
BER specificationd;, > by are scheduled for transmissionpriorities can be scheduled for transmission in the same slot,
in the same slot, then the maximum number of simultaneoas long as the packets have equal or similar BER requirements.
transmissions in this slot will be limited by(b). An efficient Next, we discuss in detail how the priority of a packet is
organization of the packets within the slots of a frame idetermined, and the procedures that are followed to determine
not limited to grouping packets with the same or similaan appropriate allocation of packets within a frame so that the
maximum tolerable BER specifications in the same slot. throughput is maximized.

at a given time, there are more outstanding packets than those

that can be transmitted in the next frame, then it becomes

necessary to select those packets that should be transmiftedPriority Determination

first (in the next frame). The selection of these packets canas explained in Section I, when a mobile terminal has new
be made according to several criteria, such as packet timeggtkets ready for transmission, it has to send a request to the
deadline proximity, packet priority, and other considerationgase station, indicating the number of packets in the new batch
so that certain performance bounds (e.g., maximum delay well as their timeout value. Upon receiving this request, the
and delay jitter, packet loss rate) are not violated. In thesse station uses the packet prioritizer function to compute a
next section, we proceed to describe a novel scheduler th@hsmission priority value for the new packets. This value
prioritizes and organizes the transmission of packets by takipgused to determine if the packets can be transmitted in the
into consideration some of these criteria. next frame. The packet prioritizer function does not determine
the priority of individual packets, but rather the priority of
the batch to which the new packets belong. Thus, at a given
time, all packets within a batch have identical priority values,
The design of an efficient packet scheduler for our protocalthough not all packets within a batch may be sent in the
is a difficult task which is heavily dependent on a largeame frame.
number of factors, e.g., available bandwidth, number of usersSince one of the objectives of the WISPER protocol is to
characteristics and requirements of the different traffic classesinimize packet losses, the priority of a batch in the WISPER
and QoS requirements of the transmitted traffic. Indeed, gtotocol is inversely proportional to the number of frames left
is impossible to design an “optimal scheduler” that is “fairbefore the packets in the batch timeout. Also, in order to give
for every mobile terminal in the network, because the desigmeference to a batch with a large number of packets over
typically includes a large number of conflicting requiremen@nother batch with fewer packets, in the WISPER protocol
that must be weighted before a solution can be implementéde priority of a batch is directly proportional to the number
Thus, the emphasis should be to design an efficient schedwgmpackets left in the batch. The packet prioritizer function
that satisfies as many requirements as possible at the smmmputes for each batch a priority value that reflects the
time. maximum number of slots that a mobile terminal should be
Considering the fact that the available bandwidth is pesllocated in each frame, assuming that the mobile terminal
haps the most precious resource in a wireless communicatioifi transmit in slots that are evenly spaced throughout the
system, the main objectives of our scheduler are to maximimmaining frames before its packets time out. The priority
the throughput (given a certain traffic-class priority structur&€pmputation also assumes that each mobile terminal will
and to minimize packet losses. These objectives are achiewethsmit packets at its maximum transmission rate whenever
by a scheduler that performs two tasks: 1) determination pbssible. The priority value is used to limit the number of
packet priorities and 2) determination of the position (slgtackets that a mobile terminal can send when its present cell
within the next frame) where a packet should be transmitted isoheavily loaded. Obviously, under light load conditions, a
that the total frame throughput is maximized. These tasks amebile terminal may be able to transmit all of its packets in
performed by thepacket prioritizerfunction and thepacket a single frame.
usher procedure, respectively. Let M, denote the maximum transmission rate (maximum
The packet priority value is used primarily when theraumber of packets that can be transmitted simultaneously in a
are more packets ready for transmission than those that stot) for mobile terminak. Let F3(¢) represent the number of
be accommodated in the next frame. When this is the cafames left at the present timtebefore timeout of the packets
only those packets with the highest priority are selected for batch 3, and let Ps(¢) represent the number of packets
immediate transmission. The computation of packet prioritiésft in batch 3, also at the present timeé Since the base
is done dynamically, i.e., at the end of each frame. Thaation receives transmission requests and grants transmission
assigned priority value is a function of the remaining timpermissions, the base station knows how many packets are
before the packet times out (when it is no longer useful andrisady for transmission in each mobile terminal. Also, since
discarded). The packet usher procedure selects the packetsttiebase station receives the timeout values for the packets in
are candidates for transmission in the next frame, and calls théransmission request, the base station can determine when
packet allocatomprocedure to determine the exact positions ithe packets in a batgh time out, i.e., wher¥s(t) = 0. When
the next frame where the packets can be transmitted. The actha happens, the base station assumes that the packets will
slot position within the frame is a function of the number obe discarded, and updates its records accordingly. The priority

IIl. PACKET SCHEDULER
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$3(t) of the packets in batcly at timet is determined with
the packet prioritizer function
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Procedure Packet_Usher
begin
for w = 1 to w < ¢ do begin

|—R@ (t)/Mn-| if |—R@ (t) /Mn—| <N end;update_priorities_in_queue(w);
(P,ﬁ (t) = Fy (t) ’ Fjy (t) =7 (1) priority + nezt_priority(co);
! J pir + 0
otherwise .

»

where N, represents the number of slots in a frame.

From (1), it is clear that the priority of batch is directly
proportional to the minimum number of slots required to sen
the packets in a batch at the maximum transmission rate of t
mobile terminal, and inversely proportional to the number ¢
frames left before the packets time out. That is, the priority i
determined by two factors: minimum number of slots require

while( 1 ) begin
for z =1 to z < ¢ do begin
if (ptr == 0) then do begin

for y = 1 to y < number_of batches(k,) do begin

if Priority(x]) > priority then begin
to_send + packet_calc(Priority(xY));
nume_alloc + Packet_Allocator(n, My, to_send, n’l’);

end;

if (ptr = q — 1) then do begin
for y =1 to y < number_of batches(kq) do begin

and number of frames before timeout. Since the relative effegts if Priority(x!) > priority then begin
of the two factors on the priority are almost the same in to-semjf—pac}lgetfatl_clgll’lrio:ity((né’ﬁ; , )

. num.-alloc +— Packe ocator(n, My, to_send, kg );
terms of packet losses, the same first order can be used ffor end; b
both factors as in the expression above. Also from (1), we end;"‘“d;
observe that the range of values for the priority of a baich pir « ((ptr +1) mod g;
is0 < ®3(t) < N,. As is explained next, the priority value if (num_alloc == 0) then return;
of a batch is used by the packet usher procedure to determine ifl (priority « next_priority(priority)) > 0 then continue
if a mobile terminal should be granted transmission privilegds 7€ £ there are batches left then begin
for the next frame, and if so, the number of packets that will o it oot o (1)
be allowed to send. end;

priority < nezt_priority(oo);
ti 5 -
. end continue:
B. Computation of the Number of Packets to be end
Transmitted per Batch dend
en
The objective of the packet usher procedure is to accom-

modate packets from the batches that have the highest prio]t_ilté/ 2. Packet usher procedure
in such a way that the throughput in the next frame Is~ '
maximized. The priority of a batch reported by the packet
prioritizer function implicitly contains information on theThus, the packet usher procedure tries to schedule mobile
maximum number of packets that the packet usher procedt@gninals so that they transmit packets at their maximum
should allow a mobile to send under high bandwidth demat@nsmission-rate capability.
conditions. This number is determined as follows. 1) The Packet Usher Proceduréfhe base station keeps up
Consider a mobile terminal with a maximum transmission to ¢ ordered data records of priority values. Each of these
rate M, that has a batcl# with Ps(t) packets waiting for records contains the priority values (in decreasing order) of
transmission at time. If the batch has been selected fomll packets waiting for transmission in mobile terminals which
transmission in the current frame, and if the priority of thare under the control of the base station. There is one record for
batch for the next frame i 5(t), then the number of packetseach of the different traffic classes, for ¢ = 1,2,---. The
N(/3) that mobile terminak will be allowed to transmit during different data records are searched for batches with packets that
the next frame is determined according to “qualify” for transmission. A batch has packets that qualify for
. transmission if the priority of the batch is equal to the value
N(B) = {E’?t()tﬂ M, gtf[gf‘\al\slts)l My, < Po(t) of a variable called riority.” When this occurs, the packet
B\ usher will try to accommodate packets from this batch in the

Since the priority of a batch reflects the number of slots peext frame by using the packet allocator procedure (described
frame that a mobile terminal should use for transmitting ifaelow).
packets, the actual number of packets that will be transmittedThe data records are searched in a round-robin fashion.
in the next frame by this mobile terminal is equal to the prioritfhe search starts with the last data record that was searched
of the batch times the maximum transmission rate capabilifje previous time the packet usher procedure was called. At
of the mobile terminal. In the presence of several contendiiige beginning of the packet usher procedure, theotity”
transmitters, in MC-CDMA it is better that a transmitter sendeariable takes the value that corresponds to the highest batch
several packets in the same slot rather than distributed @riority among all data records. The value of théority vari-
different slots. As explained in Section II-A, this is based oable remains constant while thedata records are searched.
the fact that a mobile terminal with simultaneous transmissioBgfore initiating another search through thdata records, the
uses derived PN codes that are orthogonal to each other, sadablepriority takes a value that is equal to the priority of
thus, packets being transmitted simultaneously from the sathe highest priority batch among all surviving (i.e., nonempty)
mobile terminal practically do not interfere with each othebatches that remain in the system.

(2)
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Procedure Packet_Allocator{ n, My, Py, k)
begin
for each (z € Np) do begin
if slot z is full then continue;
if slot z is empty then SLOT_CLASS[z] - &r;
find number of packets that can be placed in slot «;
find number of packets P; < P, that mobile n can transmit in slot z;
Pp + P, — Py,
SLOT[z] + SLOT{z] +Fx;
NUM_PACKETS[z,n] + Px;
if (P, == 0) then return;
end

if (kr > K1) do begin
for y = kr_1 to y > K1 step -1 do begin
for each (z € Np) do begin
if slot z is full then continue;
if (SLOT_CLASS[z] == y) do begin
find number of packets that can be placed in slot x;
find number of packets Pr < Pp that mobile n can transmit in slot x;
P, « P, — Pz;
SLOT[z] - SLOT[xz] +Pxz;
NUM_PACKETS{z,n] «+ Pr;
end
end
end
end

if (ky == Kq) then return
for y = kr41 to ¥ < &g do begin
for each (z € Np) do begin
if slot z is full then continue;
if (SLOT.CLASS[z] == y) do begin
if slot x cannot be converted to class k£ then return
SLOT.CLASS[z] ¢ &r;
find number of packets that can be placed in slot z;
find number of packets P < P, that mobile n can transmit in slot z;
Pn « P, — Py; :
SLOT|[z] - SLOT[z] +FPx;
NUM_PACKETS[z,n] + Pxz;
if (P, == 0) then return;
end
end
end
end

Fig. 3. Packet allocator procedure.

After all of the items in they data records have been con- Depending on the traffic class of the packets to be accom-
sidered for transmission, all of the batches are “reprioritizedhodated, as well as on the slots that are still available in
considering only the remaining packets in each batch. Thee next frame, the packet allocator procedure attempts the
search through the different data records continues until eittrercommodation of packets according to the following criteria
there are no batches left, or until no more packets can {@d in the following order):
allocated in the next frame. 1) accommodation in empty slots or in slots that have

The pseudocode description for the packet usher procedure
is presented in Fig. 2. 2)
2) The Packet Allocator ProcedureThe packet allocator

packets with the same traffic class;
accommodation in slots that have packets with more
stringent BER requirements;

procedure determines whether a number of packets can bg) accommodation in slots that have packets with more
accommodated in a frame, and keeps track of which slots  relaxed BER requirements.

contain which packets and of the maximum number of packetsthg ghove criteria correspond to three stages in the packet
that can be accommodated in that slot. The packet allocalfyycator procedure. In the first stage, the allocation proce-
procedure requires four parameters: dure searches for an empty slot in the frame, or for a slot

1) that has the same traffic class. If such a slot is found,

2) the allocator tries to accommodate all of thg; packets
mobile terminal; in that slot. If not all of the packets can be accommo-
number of packet#’;, to be accommodated:; dated, the allocator searches for other empty slots, of for
traffic classx to be transmitted by mobile terminal other slots with the same traffic class. If the last slot is
id. reached, and if there are still packets to be accommodated,

mobile terminal identification numbeéd;
maximum rate of transmission capabilif;; of the

3)
4)
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A TO=1 | 4 TO=2 | 3 B T0=1 | 3
Priority Packs Priority Packs Priority Packs
2 4 1 2 1 3
M=2, S=4 - - 0.5 1 M=3, S=5 - -
C TO=1 | 4 TO=1 | 3 T0=3 | 4
Priority Packs Priority Packs Priority Packs
2 4 1 3 0.66 3
M=3, S=7 - - - - 0.33 1
7 B - 7
Priority > 2.0 6 Priority > 1.0 6
Prioritizations =1 5 Prioritizations =1 §
4] 4} A2 | B-1 B-1_ c-2
3 C-1 3 A-2 B-1 C-1 Cc-2
a) 2 A-1 A-1 C-1 b) 2 A-1 A-1 C-1 c-2
1 A-1 A-1 C-1 C-1 1TL_A1 A-1 C-1 C-1
S=4 s=4 s=7 s=7 S=4 S=4 S=5 S=7
7 - C-3 7 C-3
Priority 2066 6] C-3 |  prioity>05 6 c3
Prioritizations = 1 5 C-3 _ Prioritizations =2 5 ] c3 | C3
4] A2 | BA B1 | c2 4| A2 | B4 B-1 c2
C) 3 A-2 B-1 c1 Cc-2 d) 3 A-2 B-1 | C-1 Cc-2
2] A4 A-1 C-1 C-2 2] AA1 A-1 C-1 Cc-2
1 A-1 A-1 C-1 C-1 1 A-1 A-1 C-1 C-1
S=4 S=4 S=5 S= S= S=4 S=5 S=7

Fig. 4. Example of the packet accommodation procedure.

the packet allocator proceeds with the second stage of the end of stage three is reached. A pseudocode description
algorithm. for the packet allocator procedure is presented in Fig. 3.

For the second stage, the allocation procedure starts byd) Packet Allocation ExampleTo better understand the al-
searching all slots trying to find a slot with traffic class i, location algorithms described above, in Fig. 4 we present a
where traffic class:,._; has more stringent BER requirementsimple example of the steps followed by a base station in
than traffic classs,.. If such a slot is found, the allocator triesorder to achieve an efficient packet accommodation.
to place all of the remaining packets in the request. If there areConsider the case where a base station knows that there are
still packets left to accommodate, and if all slots are either fudl total of 21 packets in six batches ready for transmission.
or have packets from other traffic classes, the allocator tri€ke packets belong to one of three traffic classes. We denote
to find slots that have a traffic clags_», - - -, <1, until either these traffic classes as A, B, and C. Packets that belong to
all packets have been accommodated, or until slots with traffiaffic class A have the most stringent BER requirement, which
classr; have been considered. In other words, for the secotrdnslates in that only up t§ = 4 packets can be transmitted
stage of the procedure, the allocator tries to place packetsa given slot if the maximum BER requirement for traffic
inside slots that have more stringent BER requirements. class A is to be maintained in that slot. The corresponding

If there are additional packets that have not been amaximum number of simultaneous transmissions for traffic
commodated, the allocator proceeds with stage three. Tdlasses B and C are = 5 andS = 7. Also, we assume that all
allocation procedure searches all slots trying to find a slotobile terminals transmitting packets which belong to traffic
with traffic classk,4;1. If such a slot is found, the allocatorclass A have a maximum transmission capability (number of
verifies that the slot can be converted to traffic classi.e., packets which can be transmitted at the same time) equal to
the allocator verifies that the maximum number of packefd = 2. For mobile terminals transmitting packets of traffic
required to support traffic clags. is not exceeded. Obviously, classes B and C, the maximum transmission rat&/is- 3.
the allocator will convert the slot to traffic class only if there For this example, we consider that the uplink frames are
will be space left to accommodate at least one more packditvided in frames with up to four slots. The base station
In a similar fashion, if the last slot is reached, and if themmaintains three priority records, since there are packets from
are packets left to be accommodated, the allocator searctigse traffic classes. The state of the priority records, as well
for slots with traffic classs, 1, ry42,: -, kg, and verifies if as snapshots of the allocation procedure, are also presented in
the slots can be converted to traffic classso that additional Fig. 4, where each box within a priority record represents a
packets from the request can be accommodated. batch of packets. The variabléO on the upper-left corner of

Obviously, the packet allocator procedure ends when eitheach box is the timeout value, whef&@ = 1 implies that
all packets from a request have been accommodated, or uthté batch is about to expire (one frame before timeout), and if
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it is not transmitted within the next frame, it will need to be TABLE |

discarded. The number on the upper right corner specifies the NUMERICAL VALUES FOR THE SPEECH ACTIVITY MODEL
number of packets currently within the batch. The boxes under Average

“Priority” and “Packs” are filled with the priority values which - Duration
correspond to the total number of packets left in the batch, and gmd“":l — 1;)0

the total number of packets which can be transmitted given that Pf:;:;: ;:;ks;ff; 1.000

priority value. The priority value and the number of packets Principal Gap 1.350

for the accommodation attempt are computed using (1)—(2). xix:;“ gigg

At the beginning of the procedure, the highest priority value
among all data records is determined (in this case the value is
two). The packet us_her procedure searches the dif_fere.nt data IV. TRAFFIC MODELS
records from left to right, top to bottom. For step a) in Fig. 4,
only batches that have a priority equal to 2 are considered.10 evaluate the performance of the protocol, we developed
The first batch that is found with this priority value is batctfnd Simulated different traffic models:

A-1. The four packets of this batch are assigned to slots 1° Vvoice traffic (bursty traffic);

and 2, automatically establishing that the maximum number® CBR video traffic;

of packets that can be transmitted in these slot $re 4. * VBR video traffic;

The procedure then finds that batch C-1 also has a priority* CBR digital audio traffic;

equal to 2, searches for empty slots, and assigns the packets available bit rate (ABR) computer data traffic;

to slots 3 and 4, also establishing that the maximum number ABR e-mail traffic.

of packets that can be assigned to these slot$ is 7. No The models generate six distinct traffic classes with no-
more batches can be found with a priority equal to 2. In stégble differences among their characteristics and requirements,
b), the next priority value (in this case 1) is used. Batch A-@hich makes them suitable to stress-test the performance of
is found to have this priority, and thus, the procedure trigke protocol. The models also capture the most common traffic
to accommodate two packets from this batch. The procedwamponents in future wireless multimedia networks.

searches for a slot with the same traffic class. Thus, the packets

are placed in slot 1. Batch B-1 is alsg foupd to hfave a prioriw' Models of Multimedia Traffic

equal to 1. The procedure searches in vain for either an empt)</ ) N )
slot, or for a slot that has the same traffic class. Since no slotV0ice Traffic: This model is used to generate speech pat-
with those conditions can be found, the procedure searches!fJ'S In @ conversation, and is based on the three-state Markov
a slot that has a traffic class A. Slot number 1 is full, so tH80del presented in [8]. In this model, it is assumed that a
procedure places two packets in slot 2. But there is one m&fRE€ch source generates patterns of talkspurts and gaps. These
packet from batch B-1 that needs to be placed. The procedR@{terns are the result of the talking, pausing, and listening
now looks for a slot that has a traffic class C. Slot 3 is foung€haviors in a conversation. Inside the talkspurts, there are
and before assigning the packet to this slot, the procedtﬂjéo “minispurts” and “minigaps”, the result of short activity
verifies that the class of slot 3 can be upgraded to traffic cls¥ad silent intervals that punctuate continuous speech.

B. This means that slot 3 will now be allowed at mést 5 The model assumes that in addition to the length of the
packets. Finally, batch C-2 also has a priority equal to 1. Tf@nversations, all spurts and gaps have exponentially dis-
three packets from this batch are accommodated in the ofifuted durations, and that all durations of spurts and gaps are
slot that has a traffic class C, which in this case is slot 4. Fefatistically independent of each other. We assume that mobile
step c), the next priority (0.666) is used. Only batch C-3 h&tations for voice traffic us.e.vocoders t_hat generate a datg rate
packets with this priority. They are accommodated in slot gf 16.5 Kb/s during the minispurts periods of a conversation.

At this point, all of the batches have been processed. Sincel@ble | reports th? numerical values used for the model.
there is a slot that is not full (slot 3), the different batches CBR Video Traffic:In this model, a continuous bit stream

are reprioritized considering only the remaining packets [f Produced. The transmission time is assumed to be exponen-

each batch. The priority value is then set to 0.5. Only batdilly distributed, with a mean equal to 180.0 s. The constant

A-2 has a packet with this priority. Unfortunately, there i€it rate is assumed to be equal to 220 kb/s.

no slot that can support it. Thus, and since there is another’BR Video Traffic: This model, based on [4], attempts to
batch (C-3) with a packet left, the next priority value is sefiMmic the bit rate characteristics of videophone and videocon-
to 0.33. Finally, in step d), the packet belonging to batch ngrencg signals.' In this multiple-statg model., a state generates
is placed in the only slot that can support this packet, in thfs Continuous bit stream _for a certain holding dL_Jratlon. The
case slot 3. bit-rate values for the different states are obtained from a

A random accommodation of the packets with highegrtuncated exponential distribution. This distribution is defined

priority could have resulted in a worst-case maximum capacifffth & minimum and a maximum bit-rate value. The states

of only 16 packets in the frame. Since in this case a tofaPlding times are assumed to be statistically independent and

of 20 packets were accommodated, the use of the pac@fponentially distributed. Call holding times are assumed to be

accommodation algorithm resulted in a net gain equal to oggyponentially distributed. Table Il summarizes the numerical
over the worst case. values used for the model.
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Fig. 5. Empirical size distribution of e-mail messages—sample histogram.

TABLE 1l TABLE 11l
NUMERICAL VALUES FOR THE VBR VIDEO MODEL SIMULATION ASSUMPTIONS AND SYSTEM PARAMETERS
Parameter Value Parameter Value
Mean Video Transmission Time | 180 x 10° msec Frame Size 16 msec
Mean State Holding Time 160 msec Number of Packet Slots per Frame N, 10
. . Number of (Raw) Information Bits per Slot 264
Minimum Bit Rate 120 Kbps Simulation Time (per point) 108,000 sec
Maximum Bit Rate 420 Kbps Simulation Cycles (per point) 6.75 x 10°
Mean Bit Rate 239 Kbps Maximum Tolerable BER 1073
Voice Traffic | Maximum Number of Packets per Slot S 15
Packet Time out Value 2 frames”
CBR Digital Audio Traffic: This model represents the pro- ﬁ,“fm“m Zransmission Rate Capability ! packet/slot
Maximum Tolerable BER 10
duction of a continuous bit stream of digital FM Stereo Audio.cgr pigital | Maximum Number of Packets per Slot S 10
Packet Time out Value 6 frames

The parameters are a constant bit rate equal to 128 kb/s [2@]idic Traffic
and an audio call mean holding time of 360 s obtained from

Maximum Transmission Rate Capability

6 packets/slot

an exponential distribution.
ABR Computer Data TrafficThis is a simple model where Video Traffic
the data message length is assumed to be exponentially dis-

tributed with a mean size equal to 30 kbytes.
ABR E-mail Traffic: We used an empirical distribution video Traffic

model for the generation of e-mail traffic. The empirical
distribution was obtained after conducting an experiment, . ..
where more than 2500 e-mail messages were analyzed. Figpea Traffic

Maximum Tolerable BER 1078
CBR Maximum Number of Packets per Slot § 8
Packet Time out Value 3 frames
Maximum Transmission Rate Capability 4 packets/slot
Maximum Tolerable BER 10-8
VBR Maximum Number of Packets per Slot S 6
Packet Time out Value 3 frames
Maximum Transmission Rate Capability 5 packets/slot
Maximum Tolerable BER 10-°
Maximum Number of Packets per Slot § 4

Packet Time out Value

[2 x total _packets| frames

Maximum Transmission Rate Capability

4 packets/slot

presents the empirical size distribution used to simulate e-
mail messages (only sizes less than 20 kbytes are shown). The

mean e-mail size for this distribution is in the neighborhood: mei Trasic
of 2900 bytes.

Maximum Tolerable BER

107

Maximum Number of Packets per Slot S

4

Packet Time out Value

[50 x total_packets] frames

Maximum Transmission Rate Capability

1 packets/slot

V. PERFORMANCE EVALUATION

* Generation of New Mobiledzor each traffic class, a new
mobile terminal can be generated in each frame, according
to the Bernoulli process.

Transmission Requests and Transmission Instructions:
When an active mobile terminal generates new packets,
it notifies the base station of this fact in the next possible
opportunity (i.e., either by piggybacking the information
at the end of a transmitted packet, or by using the next
request slot). Transmission requests and transmission

In this section, we evaluate the performance of the WIS-
PER protocol by simulation. Specifically, we evaluate the
performance of the protocol in a single cell environment, con- «
sidering seamless (always successful) handoffs. The modeling
assumptions are the following.

¢ Maximum Transmission RateAll mobile terminals trans-

mitting a certain traffic class have the same maximum
transmission raté) capability.
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Fig. 6. Performance evaluation of the WISPER protocol. (a) Composite cell throughput. (b) Average packet delay. (c) Average packet loss. (d) ABR
message delivery time.

instructions are always received successfully by the base TABLE IV
station and the mobile terminals respectively. RELATIVE ARRIVAL RATES OF MOBILES TRANSMITTING

. . . . . THE DIFFERENT TRAFFIC CLASSES
A list of the most important system parameters is given in

. Traffic Cl: P t.

Table 1Il. The maximum number of packets that can be trans- —— er:gl;age
. . . . . 1 0
mitted in e_ach slot for each traffic class is determined bas_ed on CBR Andio Traffic 3%
the capacity expression for a CDMA system, presented in [6]. CBR Video Traffic 4%
We evaluate the performance of the WISPER protocol under VBR Video Traffic 1%
. . . . Data Traffic 15 %
stress tests, i.e., when the cell load is progressively increased. e 7

The rates of new mobile terminal arrivals for different traffic
classes are maintained constant throughout the simulations.
The relative rates for new mobile terminal arrivals used iRig. 6(a), the topmost curve represents the combined through-
these experiments are given in Table IV. The main objectiygit of all mobile terminals for all traffic classes in the
of the stress test experiments is to characterize the throughpsiswulated cell. By far, most of the mobile terminals in the
average packet delays, packet loss ratios, and ABR traffiell transmit voice traffic. However, because of their relatively
message delivery times under different traffic load values. Th®&v transmission rate, their total combined throughput is the
simulation results help us to capture the input load values ttshallest. In this experiment, the most bandwidth demanding
may result in unacceptable packet delays and packet losgeffic classes are VBR and CBR video, followed by audio.
for the traffic mix being considered. We also compare tha Fig. 6(b), we present the average effective packet delay
performance of our protocol with a regular slotted-CDMAor voice, audio, and video users, i.e., the delays are based
protocol using the conventional power control scheme. on only those packets that were successfully delivered. Voice
In Fig. 6, we depict the performance results for the WISPEpackets, having the smallest timeout specification (equal to two
protocol. In Fig. 6(a), we present throughput results for voickames), have the smallest average delay value. In Fig. 6(c),
audio, CBR, and VBR video (computer data and e-maie present the average packet losses for the traffic classes
throughputs are not shown because of their small values).under study. Voice packets have the worst average packet loss
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Cell Load (new_voice_calls/hour)

0.5 T T T T T

Voice, 1.0*Priority —e— 2
Voice, 1.5*Prority -+-- i’
Voice, 2.0*Priority 88— o

045

0.4

0.35

03

0.25

0.2

0.15

Percentage of Lost Packets (Voice)

0.1

0.05

0 100 200 300 400 500 600
. Cell Load (new_voice_calls/hour)

Fig. 8. Average packet loss for voice traffic with different priorities.

characteristic. The reason for this behavior is based on tlemded to multimedia traffic [23], where different power levels
fact that the maximum transmission rate of voice terminatge set up for different traffic types based on their BER target
is limited to only 1 packet/slot, and the maximum priorityand the received power is maintained at a fixed level for each
of a voice packet in any slot cannot be greater than unityaffic type at the base station. The simulation is performed in
while for the other traffic classes, it can be greater than ortee link environment of broadband CDMA described in [11].
Thus, when congestion occurs, voice packets are the first tofm® simulation parameters, the power control period is 1.25 ms,
sacrificed. Most applications cannot tolerate packet losses [8hd the nominal power control step is 1 dB. The pilot signal
[9] in excess of 1%. For the traffic mix being considered iis transmitted in the control slot of the downlink frame by the
these simulations, this condition occurs when the arrival ratase station. The wireless channel is modeled as a Rayleigh
of new voice calls is about 220 calls/h. Finally, in Fig. 6(d) wéading channel with white Gaussian noise. The regular slotted-
present the average message delivery time for computer daaMA protocol employs the basic FCFS service discipline
and e-mail messages. For acceptable cell-loading conditiomithout BER scheduling to determine the transmission order
i.e., new voice call-arrival rates less than or equal to aboof packets.
220 calls/h, the delivery time for the average data message#n Fig. 7(a), we present the throughput results for these
is excellent, in the order of 1 s. protocols, considering composite traffic. As the cell load
Fig. 7 shows the performance improvements achieved Imcreases, the WISPER protocol provides higher throughput
our WISPER protocol compared to a regular slotted-CDM#han the regular slotted CDMA. For example, when the cell
protocol using the conventional power control scheme eboad is 600 calls/h, it improves the throughput by 30% with
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respect to the regular slotted CDMA, which is significant. In
Fig. 7(b), we show the average packet loss curves for the two
protocols. As mentioned before, most applications require %]
packet loss rate that does not exceed 1% of packet losses. For
the regular slotted CDMA protocol, voice packet losses exceeld!
the 1% threshold at cell loads higher than 100 voice calls/h. In
contrast, the WISPER protocol can support cell loads higher
than 200 voice calls/h. In summary, since the regular slottet!
CDMA uses different power levels for different traffic types in
each slot, they will mutually interfere with each other, thereby4]
reducing the throughput as well as increasing the packet loss.
In the WISPER protocol, it is relatively simple to im-

prove the performance for a certain traffic class or individual5]
mobile terminals. We can improve the performance of a
mobile terminal or group of mobile terminals by modifying [g]
the priorities of the packets that they generate. Obviously,
improving the performance of some users imply that othef7
users will suffer a degradation in their performance measures.
In Fig. 8, we present the improvements in the average packet
loss characteristics of voice traffic, when the priority of thesd
packets is increased by a factor of 1.5 and 2. Changing thej
priorities of the packets produced by certain mobiles can be
used to fine-tune the performance of the WISPER protocolilo]

[11]

VI. CONCLUSION [12]

In this paper, we proposed a new MAC protocol called
WISPER for CDMA-based wireless multimedia networksi13]
WISPER is a highly flexible protocol that can support different
traffic classes that have a wide variety of characteristics and
requirements. WISPER is a reservation-based protocol. Sinceg
the bandwidth is the most precious resource in a wireless
communication system, our emphasis is to design a protoc{‘,g]
that maximizes the throughput as well as minimizes the packet
losses at the same time.

The presented protocol incorporates a novel packet schélé’—]
uler which performs the selection and efficient accommodation
of the packets to be transmitted in the uplink frames. For ealf!
new frame, the packet scheduler prioritizes packet transmis-
sions and accommodates the higher priority packets in the
frame, so that packets with equal or similar BER requiremeris]
are transmitted in the same slots, thereby maximizing the
throughput. Transmission order is determined according to t1€]
packets’ timeout values and the number of packets ready for
transmission at each mobile terminal. [20]

We have evaluated the performance of the protocol under
a variety of conditions. We have also compared our protoc h]
to a regular slotted-CDMA protocol using the conventional
power control scheme with a different power level for each
traffic type. The performance results show that the WISPER
protocol provides significant improvement in throughput and
packet loss with respect to the regular slotted-CDMA protocd®3l
Furthermore, our protocol is simple to implement in th ba)
only one power level can be used for each slot rather than
several power levels depending on the number of traff'c5
classes, because the same BER packets are transmittenfj2 |]n
the same slot.
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