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Low Earth Orbit (LEO) satellite networks will be an integral part of the next generation telecommunications infrastructures. In a
LEO satellite network, satellites and their individual coverage areas move relative to a fixed observer on Earth. To ensure that ongoing
calls are not disrupted as a result of satellite movement, calls should be transferred or handed over to new satellites. Since two satellites
are involved in a satellite handover, connection route should be modified to include the new satellite into the connection route. The
route change can be achieved by augmenting the existing route with the new satellite or by completely rerouting the connection. Route
augmentation is simple to implement, however the resulting route is not optimal. Complete rerouting achieves optimal routes at the
expense of signaling overhead. In this paper, we introduce a handover rerouting protocol that maintains the optimality of the initial route
without performing a routing algorithm after intersatellite handovers. The FHRP makes use of the footprints of the satellites in the initial
route as the reference for rerouting. More specifically, after an optimum route has been determined during the call establishment process,
the FHRP ensures that the new route due to handover is also optimum. The FHRP demands easy processing, signaling, and storage costs.
The performance results show that the FHRP performs similar to a network without any handovers in terms of call blocking probability.

1. Introduction

Terrestrial wireless networks such as cellular and PCS
networks provide mobile communication services with lim-
ited geographic coverage. To provide global coverage to a
more diverse user population, a number of low Earth or-
bit (LEO) satellite systems have been proposed [10,12,17].
The LEO systems can support both the areas with terrestrial
wireless networks and those areas that lack any wireless
infrastructure. In the former case, a satellite system could
interact with the terrestrial wireless network to absorb the
instantaneous traffic overload of the terrestrial wireless net-
work. In other words, mobile users would alternatively ac-
cess a terrestrial or a satellite network through dual-mode
handheld terminals. In the latter application area, LEO
satellites would cover regions where terrestrial wireless sys-
tems are economically infeasible due to rough terrain or
insufficient user population.

The term LEO is used to classify satellites with orbit-
ing altitudes between 500 and 1500 km above the Earth’s
surface. This low altitude provides small end-to-end delays
and low power requirements for both satellites and termi-
nals. As figure 1 depicts, users can access LEO satellites
with their small handheld phones. Moreover, the satel-
lites can be connected to terrestrial networks via gateways.
Another feature of LEO satellites is that intersatellite links
(ISL) allow the routing of a connection through the satellite
network without requiring any terrestrial resources.

LEO satellites move with respect to a fixed observer on
the Earth surface. The velocity of a LEO satellite relative

to a fixed observer is very fast (≈ 8 km/s) [9]. Because
of this nonstationary characteristic, the coverage area of a
LEO satellite changes continuously. The global coverage
at any time is still possible if a certain number of orbits
and satellites are used. As an example, the Iridium system
uses 6 polar orbits with 11 satellites in each orbit [10,11].
Due to nonstationary coverage regions of individual satel-
lites, the source or the destination terminals on the ground
may not stay in the coverage region of the initial source or

Figure 1. Wireless communication via LEO satellite network.
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destination satellites throughout the communication. Thus,
the initial source and the destination satellites may need
to transfer the ground source and destination terminals to
other satellites whose coverage regions contain the ground
source and destination terminals. This event is called as
handover. There are two types of intersatellite handovers
in LEO systems: intraorbit and interorbit handovers. The
former refers to handovers between neighbor satellites in
the same orbit, while the latter refers to handovers between
neighbor satellites in adjacent orbits. In LEO systems, han-
dovers occur frequently because of the relatively high speed
of the satellites (19,000–25,000 km/h) [8]. A handover may
result in the addition of new satellites in the existing con-
nection route. During a handover, the existing connection
route should be updated accordingly.

When a call is accepted to the network, the connection
route is determined using a certain optimality criterion such
as minimum hop [2] or minimum cost [2]. The route estab-
lished using such criterion is referred to as optimal route.
Due to their high mobility, satellites are not used to deter-
mine the optimal route by themselves. Indeed, in the Irid-
ium system [11], the connection routes are determined by
the gateways as shown in figure 1. As an example, assume
that user A wants to communicate with user D with a hand-
held phone. The connection request is sent to the gateway
via satellite 1 (source satellite), which covers user A. The
gateway locates user D and computes the connection route.
Then, the route information is sent to satellite 1, which
handles the signaling to establish the connection. The re-
sulting path, in figure 1, is a 2-hop route. However, in
other cases, the route could have more than 2 hops. Rout-
ing using gateways causes signaling overhead between the
satellites and the gateways. Thus, minimizing the num-
ber of routing operations performed by the gateways would
enhance the performance of the network. During a han-
dover, connection route should be modified to include the
new satellite into the connection route. The route change
can be achieved by augmenting the existing route with the
new satellite or by completely rerouting the connection.
Route augmentation is simple to implement, however the
resulting route is not optimal. This may cause inefficient
utilization of the satellite resources. The problem can be
alleviated by completely rerouting the connection whenever
a handover is necessary. Complete rerouting achieves op-
timal routes at the expense of signaling overhead and route
establishment delay. The handover rerouting problem has
not been adequately addressed in the context of satellite
networks. In this paper, we propose a handover rerout-
ing scheme referred to as Footprint Handover Rerouting
Protocol (FHRP), which consists of two phases: route aug-
mentation and rerouting. The motivation is to balance the
optimality of the complete rerouting with the simplicity of
the path augmentation. The FHRP addresses both intra-
and interorbit handover problems. Moreover, the rerouting
phase in the FHRP can be handled by satellites without
any intervention of gateways. Therefore, the signaling and
computation overhead can be reduced in the gateways.

The remainder of this paper is structured as follows: In
section 2 we briefly review the state-of-the-art on satellite
handover schemes. In section 3 we introduce the footprint
handover rerouting protocol (FHRP). We also describe how
the FHRP can handle intraorbit and interorbit handovers. In
section 4 we investigate the performance of the algorithm.
Finally, we discuss the future research directions and con-
clude the paper in section 5.

2. Related work

Satellite handover problems have become an active re-
search area recently [5,6]. An analytical model has been
proposed to calculate the handover rate for single-hop satel-
lite connections in [6]. The model only considers intraorbit
handovers. Due to the single-hop nature of the connec-
tions, no rerouting scheme is proposed. In a more recent
study [5], interorbit handovers are addressed in a single-hop
network environment. After developing call blocking prob-
abilities for new calls and handovers, authors investigated
a handover prioritization strategy based on the queueing of
handovers. This study lacked the support for a multihop
handover scheme. Although neglected in the existing liter-
ature, multihop connection routing is necessary in mobile
satellite networks, since, even in the case of a connection
between two users near to each other, the source and the
destination terminals would be covered by different satel-
lites; hence, necessitating at least two satellites for the con-
nection.

The multihop satellite routing problem has been ad-
dressed in [15] with an emphasis on setting up routes
between pairs of satellites to minimize the rerouting fre-
quency, i.e., optimization was performed for the routes
between two satellites. Realistically, the optimization is
needed for the route between two ground terminals. An
optimal route between two satellite nodes is not necessarily
optimum for a connection between two ground terminals
since the handovers between the ground terminals and the
satellites result in changing satellite end nodes for the con-
nection. The study did not address the handover rerouting
problem.

The handover rerouting problem has been studied in the
context of terrestrial wireless networks [1,7,13]. For exam-
ple, a whole new route is established after a handover in [7].
Although an optimum route is used all the time, complete
rerouting would cause handover call blocking because of
excessive route re-establishment delay. Partial rerouting al-
gorithms have been proposed in [1,13]. These algorithms
basically make use of a tree-based structure for the net-
work. During a handover, the node which is a parent of
both nodes involved in the handover are determined, and
the route between the parent and the original end node is
replaced with a route between the parent and the new end
node. Even though partial rerouting algorithms cause much
less overhead in the network compared to the new route es-
tablishment, the route after the handover is not optimum.
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Figure 2. The footprints of the LEO satellites.

3. The Footprint Handover Rerouting Protocol
(FHRP)

The service area, i.e., the footprint,1 of a single satel-
lite is a circular area on the Earth’s surface in which the
satellite can be seen under an elevation angle equal to or
greater than the minimum elevation angle determined by
the link budget requirement of the system. For a complete
coverage of the Earth’s surface, some overlapping between
the footprints of adjacent satellites is necessary. The largest
possible effective footprint of a satellite is then equivalent
to the largest hexagon inscribed into the footprint as shown
in figure 2.

In the LEO system described, the satellites are moving
in O circular polar orbits. Each orbit has L satellites, and
the total number of satellites is N = O · L. The visibility
period of a satellite, TV, is defined as the maximum time
duration that a ground terminal resides in the coverage re-
gion of a satellite and can directly communicate with that
satellite. The visibility period of a typical LEO satellite
is around 10 minutes. The period of an orbit TO, on the
other hand, is the minimum time interval required for the
location of the satellites sharing a common orbit to repeat
itself. If Loc(t) is a function that gives the location of the
satellites at time t, then Loc(t) = Loc(t + TO). If it is as-
sumed that only one satellite is visible to a ground terminal
(minimal coverage) at any time, it is trivial to show that
the visibility period and the orbit period are identical, i.e.,
TO = TV. The case in which multiple satellites are visi-
ble to a ground terminal is also possible if more than the
minimum number of satellites for global coverage is used.
In this case, the user can pick any of the visible satellites
subject to a certain objective such as the Signal-to-Noise
Ratio (SNR) maximization or maximum time to a possible
handover [3]. After the selection of a particular satellite,
the handover problem is identical to the handover problem
in a satellite network with minimal coverage. Thus, for the
sake of presentation clarity, the satellite network discussed
in this paper is assumed to provide minimal coverage, and

1 Service area, coverage area, and footprint are used interchangeably in
this paper.

Figure 3. Overlapped coverage regions of adjacent orbits.

TO = TV. The analytical relations between the orbit alti-
tude, satellite speed, total number of orbits and satellites,
and the visibility period can be found in [16].

A single satellite in the ith polar orbit traces the cover-
age region of that orbit, Ri, as it circulates the Earth. In
other words, all satellites in the ith polar orbit have exactly
the same coverage region, Ri. But, at a given time, each
satellite in the ith orbit handles traffic from a portion of Ri.
In general, the coverage regions of two adjacent orbits may
overlap with each other as shown in figure 3. Note that the
overlapping coverage regions of adjacent orbits are different
from the overlapping coverage of adjacent satellites. The
former results from the movement of the satellites along
their orbits while the latter is due to the circular footprints
of individual satellites.

Each satellite has up and down wireless links for com-
munication with ground terminals and I intersatellite links
(ISL) for communication between satellites. The ISLs that
connect the adjacent satellites in the same orbit are called
intraorbit ISLs while the ISLs that connect adjacent satel-
lites in neighbor orbits are called interorbit ISLs. Intraorbit
ISLs are permanent while interorbit ISLs might be turned
off temporarily when the satellites are crossing polar re-
gions [16]. Moreover, left and right neighbor satellites of
a satellite crossing polar regions switch their positions, i.e.,
the left neighbor becomes the right neighbor and vice versa.
This results in a dynamic, but deterministic, network topol-
ogy. Routing strategies that handle dynamic LEO satel-
lite network topology have been investigated in [4,14,15].
Note that the routing problem and the rerouting protocol de-
scribed in this paper are orthogonal to each other. Hence,
for the clarity of the presentation, it is assumed that the
LEO satellite network described in this paper has static
topology and each satellite has 2 permanent intraorbit and
2 permanent interorbit ISL links as shown in figure 4. In
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Figure 4. Intersatellite links between adjacent LEO satellites.

the Iridium system, the orbits 1 and 6 are counter-rotating,
i.e., the satellites in the neighbor orbits 1 and 6 rotate in
opposite directions. In [16], it is concluded that only ISLs
between latitudes of approximately 60 ◦ north and south
would be maintained between counter-rotating orbits in the
Iridium system. The area with no interorbit ISLs is referred
to as seam. Satellites going into seam switch their ISLs to
the neighbor orbits off temporarily. Any connection pass-
ing through these links requires rerouting. The network
depicted in figure 4 is a seamless one, but the protocol de-
scribed in this paper handles the networks with a seam as
explained later in this section.

In the remainder of this paper, it is assumed that a con-
nection is routed through a number of LEO satellites for
the source and the destination terminals on the ground. The
route is denoted by S1 → S2 → · · · → SK where K is the
number of satellites in the route. S1 and SK are referred
to as the source and destination satellites, respectively. For
the sake of clarity, S1 and SK are also labeled as Ss (source
satellite) and Sd (destination satellite), respectively. The or-
dered set of satellites involved in the route is referred to as
the routing set, A, i.e., A = {S1,S2, . . . ,SK}. Assume
that the connection is set-up at t = te using a routing algo-
rithm such as minimum hop or minimum cost. If the route
is optimum, we use the notation Aopt, Ssopt and Sdopt for A,
Ss, and Sd, respectively. The optimum routing set and the
current routing set are identical if no handover is performed
after the optimum route is established.

Given the limited visibility period and the high speed of
the satellite, which is much faster than the velocities of mo-
bile terminals, it is realistic to assume that ground terminals
are stationary in this specific environment [5,6]. As an ex-
ample, in the Iridium system, satellites travel with a speed
of 26,000 km/h (≈ 8 km/s). The diameter of the footprint
of an Iridium satellite is approximately 4,000 km [9]. Thus,
mobility of the user terminal, including the Earth’s rotation,
is negligible, and all handovers are caused by the mobility
of the LEO satellite instead of the ground terminal. In the
case of intraorbit handovers, the takeover satellite that as-
sumes the responsibility for the ground terminal is referred
to as the successor of the handover satellite. However,
as shown in figure 3, if a ground terminal is located in

the overlapping coverage regions of two adjacent orbits,
the interorbit handover may occur. In this scenario, the
takeover satellite is referred to as the neighbor successor
of the handover satellite because these two satellites reside
in the neighbor (adjacent) orbits. Also note that, due to the
overlapping footprints of the adjacent satellites, the ground
terminal would communicate with two satellites simultane-
ously when it is located in the overlapping region.

Definition. The rerouting of a connection passing through
satellites S1 → S2 → · · · → SK to S′1 → S′2 → · · · → S′K
where S′i is the successor satellite of Si is referred to as
the Footprint Rerouting (FR).

Theorem 1. P is a multihop LEO satellite route estab-
lished at time t = te, and P ′ is the footprint reroute of P .
Then:

(a) If P is a minimum hop route between Ss and Sd, then
P ′ is a minimum hop route between S′s and S′d.

(b) If P is a shortest path route between Ss and Sd and the
link cost is a function of the time-homogeneous traffic
load, then P ′ is a shortest path route at time t = te+TO.

(c) If P is a shortest path route between Ss and Sd, then
P ′ is a shortest path route between S′s and S′d under
the assumption that link cost is a function of time- and
location-homogeneous traffic load.

Proof. The first part of the proof is trivial since there is a
one-to-one correspondence between the nodes of the origi-
nal and the footprint reroute. The proof of the second part
is based on an imaginary terrestrial network where a one-
to-one correspondence between each terrestrial node and a
satellite switch exists. The relation between the satellites
and the nodes of the imaginary terrestrial network is deter-
mined by two functions, f and g. The function f maps the
satellites in the network to the ground points. Each ground
point, si, in the mapping corresponds to the center of cov-
erage of a unique satellite at time t, i.e., f (Si, t) = si for
i = 1, . . . ,N , where Si denotes the ith satellite of the sys-
tem and N is the number of satellites in the system. The
function g maps a ground point s to a satellite at time t if
f (Si, t) = s for any i in the set {1, 2, . . . ,N}. The value
of g(s, t) is undefined if there is no satellite i that results
in f (Si, t) = s.

Next, we construct a ground network which has the same
topology of the satellite network at time te. Specifically; if
there exists a route between satellites Si and Sj shown as
SiSj , then there exists a route between ground nodes si and
sj shown as sisj , where si = f (Si, te) and sj = f (Sj , te).
Also, the cost function associated with the satellite and the
ground routes are equal, i.e., C(SiSj) = C(sisj), where
C(·) is the cost function. Suppose the traffic load in lo-
cation (x, y) at time te is L(te, (x, y)). An optimal routing
algorithm A can compute the optimal path P for a source
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Figure 5. Example use of theorem 1(a).

Figure 6. Example use of theorem 1(b).

and a destination pair, i.e., A(L(te, (x, y))) = P . For time-
homogeneous traffic load, the time reference can be ig-
nored. Thus, the path P is optimal along time in the ground
network. On the other hand, f (Si, te) = si = f (S′i, te+TO).
Thus, the optimum route in the ground network corresponds
to the satellite route P at time te and to the satellite route
P ′ at time t = te + TO, where P and P ′ correspond to the
paths S1 → S2 → · · · → SK and S′1 → S′2 → · · · → S′K ,
respectively.

The proof of part (c) is trivial since the shortest path
route is also a minimum hop route if the traffic is time-
and location-homogeneous, i.e., the cost of each ISL link
is identical at any time. Thus, the route P ′ is also a shortest
path route all the time. �

Example 1. Figure 5 shows a minimum hop route between
satellites S1 and S5. Theorem 1(a) proposes that the route
between S′1 and S′5, shown as dashed lines, is also a mini-
mum hop route.

Example 2. Figure 6 shows a shortest path route between
satellites S1 and S6. The cost of each link in the route,
denoted as Ci,i+1 for 1 6 i 6 5, depends on the traffic
load in the footprints of the satellites i and i + 1. Hence,
the route between S′1 and S′6 denoted as dashed lines will
be a shortest path route when the footprints of the satel-
lites S′1, . . . ,S′6 coincide with the footprints of the satellites
S1, . . . ,S6. This event, which corresponds to Theorem 1B,
occurs at t = te + TO.

The goal of the Footprint Rerouting (FR) is to find an op-
timum route without performing the optimum route finding
algorithm after a handover. Theorem 1 always guarantees

Figure 7. Application time of FR.

optimality if the minimum cost algorithm is used to ob-
tain the original route. On the other hand, the optimality
is guaranteed at certain time instants if the original route
is obtained using time-homogeneous traffic load. Clearly,
time homogeneity assumption is not realistic for a global
network. However, the change in the traffic load would be
unnoticeable in a time interval comparable to the lifetime
of a connection. The third part of theorem 1, which re-
quires both time and locational homogeneity, is given only
for completeness.

A handover is necessary when one of the end satellites,
either the source or the destination satellite, goes out of
the visibility region of the ground terminals involved in
the communication. The connection should be transferred
to either the successor or the neighbor successor satellite
that is visible to the ground terminal that requires the han-
dover. It is not possible to use the footprint rerouting at
this instant since FR replaces both end satellites with their
respective successors. In other words, FR is only possible
when the new end satellites are the successors of the end
satellites in the original route. This situation is depicted
in the example shown in figure 7. The original route for
users A and B is S1 → S2 → S3. The FR of the origi-
nal route is S′1 → S′2 → S′3. User A is very close to the
border of the footprint of S1, and hence it is subject to a
handover shortly. During the handover instant, FR is not
applicable since user B is not yet located in the footprint
of S′3. Hence, there is a need for a mechanism to handle
the routing problem until FR becomes applicable. We pro-
pose an augmentation algorithm to handle the handovers
until FR becomes applicable. In the augmentation phase,
a direct link is set up between the new end-satellite and
the original route. If no such link exists, the connection is
rerouted using the original routing algorithm. The FR al-
gorithm is applied after both of the end nodes become the
successors of the original end nodes. During a handover
process, ground terminals decide whether the augmentation
or FR should be used. The decision depends on the current
time, the set-up time of the most recent optimum route, te,
the routing set Aopt of the optimum route and the current
routing set A. The mobile terminals keep this information
during the lifetime of their connections. The handover pro-
tocol, which consists of augmentation and FR phases, is
referred to as the Footprint Handover Rerouting Protocol
(FHRP) in the remainder of this paper.
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3.1. Augmentation algorithm

In this section, the augmentation algorithm for the source
node of a connection is described. It is shown later that the
same algorithm is also applicable to the destination node.
Assume that the most recent optimum route establishment
has been performed at t = te. At t = t1 > te, the ground
terminal goes out of the coverage region of the source satel-
lite, Ss. Since the global coverage is guaranteed, a new
satellite which is denoted as S′ covers the mobile termi-
nal. S′ is either the successor (intraorbit handover) or the
neighbor successor (interorbit handover) of Ss as shown in
figure 8. Assume that the necessary conditions as explained
in the next section for FR is not held at this moment, and,
thus, the source terminal decides to start the augmentation
algorithm. A service request message including the current
routing set, A, is sent to S′ to initiate the augmentation
algorithm. The rest of the algorithm is handled by S′ as
follows:

1. The satellite S′ checks whether the handover connec-
tion can be supported by its up-/downlinks. The con-
nection would be blocked due to insufficient capacity in
the uplink channels. Moreover, the connection block-
ing is also possible due to insufficient capacity in the
downlink if the destination terminal is also in the cov-
erage region of S′. If there is no sufficient bandwidth
in the up and/or downlink(s), the connection is blocked
and the source terminal releases the previous route.

2. If there is sufficient capacity in up- and/or downlinks,
the new source satellite, S′, first checks whether it is al-
ready serving the connection, i.e., it is checked whether
S′ is already in the routing set A. If the result is pos-
itive, say S′ = Si, where i = 2, 3, . . . ,K, the portion
of the route up to S′ is deleted and the new route be-
comes Si → Si+1 → · · · → SK . The new routing set,
A, is sent to the ground terminals.

3. If S′ is not in A, a direct link to one of the satel-
lites in A is searched starting with the last member
(satellite with the largest index) of A. This is be-
cause a link to a satellite with the largest index num-
ber results in a route with the shortest length. If a
direct link with sufficient capacity to support the con-
nection is found, the link is augmented to the orig-
inal route. As an example, assume that a link be-
tween S′ and Si is found. Then, the new route is
S′ → Si → Si+1 → · · · → SK . The unused portion
of the previous route, S1 → S2 → · · · → Si−1, is re-
moved. The handover process is completed after the
ground terminals are informed about the route changes.

4. If a direct link between S′ and the nodes in A with
required capacity is not found, the original routing al-
gorithm is performed. If a route with required capacity
is found, the resulting routing set, Aopt and route es-
tablishment time are sent to the ground terminals.

Figure 8. Inter- and intraorbit handover in augmentation algorithm.

Note that step 4 handles the handovers between satellites
in counter-rotating orbits that was defined as the seam ear-
lier in this section. Since no ISL is maintained between
the satellites in counter-rotating orbits, step 4 enforces the
connection to be completely rerouted.

The described augmentation algorithm can be applied to
a handover involving the destination ground terminal with
minor changes. To avoid simultaneous handovers of the
source and the destination satellites of a connection, the
destination terminal sends a handover request message to
the source terminal. If the source terminal is in the process
of a source handover, the destination’s request is held un-
til the source handover is completed. The source sends a
handover permission message back to the destination that
follows a similar augmentation process. Only difference
is that, when a direct link is searched between S′ and A
in step 3, the satellite with the smallest index is checked
first. Upon completion of the augmentation process, the
new routing set is sent to the source terminal.

3.2. Footprint rerouting phase

The augmentation algorithm can be performed very fast,
since only local changes are needed in the existing route.
However, the resulting route is not guaranteed to be opti-
mal. Thus, there is a need to update the route at certain time
intervals. The selection of the update interval is important
since the frequent rerouting attempts waste the network re-
sources while a large rerouting interval results in the use of
a non-optimal route for a long time. Here, we use theorem 1
to solve the routing update interval problem. Theorem 1
states that the optimality of the original route is preserved
in the Footprint Reroute at certain times. The time when
the Footprint Reroute is optimum would only be known by
the end terminals and, thus, FR should be initiated by one
of the end terminals. Here, we assume that FR is initiated
by the source terminal. The route update time is based on
the establishment time of the most recent optimum route te,
optimum routing set Aopt, and the current routing set A.

The first requirement to apply FR is that the source and
the destination satellites of the current route are the suc-
cessors of the source and the destination satellites of the
original route, respectively, i.e., Sd = S′dopt

and Ss = S′sopt
,

where S′dopt
and S′sopt

are the successors of the source and the
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destination satellites of the optimum route. Second require-
ment depends on the nature of the traffic load of the system
and the optimum routing criterion based on theorem 1 as
follows:

1. If the original route is a minimum hop route, FR can
be applied anytime when the successor end nodes are
serving the connection, Sd = S′dopt

and Ss = S′sopt
.

2. If the traffic load is time-homogeneous and the routing
criterion depends on the traffic load (minimum cost
routing), FR should be performed at t = te + tO.

One of the above conditions is chosen based on the traf-
fic and the routing criterion of the network and is applied
for all connections. FR is initiated with a rerouting request,
which is sent from the source terminal to the source satel-
lite. The rerouting request includes the optimum route set
Aopt. The source satellite tries to establish a connection
traversing the optimal route. If the connection rerouting is
performed successfully, i.e, no blocking occurs, the current
route is removed. Upon the completion of the rerouting
process, the source and the destination terminals update
their routing information.

3.3. Storage requirements

The storage requirement of the route information does
not introduce major overhead for the ground terminals,
since the longest possible loop-free route in a seamless LEO
network as shown in figure 4 is bounded by N − 1, where
N is the number of satellites in the network. This result
is trivial since the longest loop-free route from the source
to the destination passes through all the nodes in the net-
work only once. The length of such a route is equal to
N − 1. When the minimum hop routing algorithm is used,
the bound for the length of the route is smaller as proven
in the following theorem.

Theorem 2. Assume that P is a loop-free route in a seam-
less LEO satellite network and Length(P ) is the length of
the route given in number of links. If P is a minimum hop
route, then Length(P ) 6 bO/2c + bL/2c+ 2, where O is
the number of the orbits and L is the number of satellites
per orbit.

Proof. The proof is based on the connectivity structure of
the network and the properties of the minimum hop routing
algorithm. Assume that the orbits are indexed as Ri for
i = 1, . . . ,O, where O is the number of orbits. The orbits
Ri and Ri+1 are adjacent to each other. Moreover R1 and
RO are also neighbors due to the circular symmetry of the
system. Thus, the maximum length of a route between
two orbits is equal to bO/2c. The satellites in each orbit
are indexed similarly as Si for i = 1, . . . ,L, where L is
the number of satellites per orbit. Each satellite has direct
links with its up/down and left/right neighbors. Thus, Si
can communicate with Si+1 with a direct link. Similar to

the orbits, S1 and SL have a direct link between them due
to the circular symmetry of the system. The maximum
length of a route between two satellites sharing the same
orbit is equal to bL/2c. The length of the minimum hop
route between two satellites in different orbits is equal to
the sum of the maximum distance between the orbits and
the maximum distance between the satellites sharing the
same orbit, i.e., the length of the minimum hop routes is
bounded by bO/2c + bL/2c. The constant term 2 in the
theorem is due to the augmentation algorithm. As explained
in section 3.1, the augmentation algorithm would extend the
route at most 1 link. In the worst case, the augmentation
algorithm is applied twice (one for each end terminal for
interorbit handover). Thus, the length of the worst-case
minimum hop route is bounded by bO/2c+ bL/2c+ 2. �

4. Performance evaluation

An event-driven LEO satellite network simulator has
been written to evaluate the performance of the FHRP. The
connections are voice calls. The simulation variables are
the call arrival rate, call holding time, number of ground
channels, and number of ISL channels. Both the call in-
terarrival and call holding times are exponentially distrib-
uted. In particular, the average call holding time is set to
3 minutes for all experiments. The simulated LEO satel-
lite network has 6 orbits and each orbit has 6 satellites as
depicted in figure 4. The simulation time for each exper-
iment is 200 minutes. The performance metrics are the
total, new, and handover blocking probabilities. The total
blocking probability is computed by dividing the number of
blocked calls by the total number of calls during the simula-
tion. The handover call blocking probability is the ratio of
the number of blocked calls and the number of handovers,
while the new call blocking is the ratio of the number of
blocked new calls and the total number of new call arrivals.
The handover blocking is more important than the new call
blocking, because the interruption of a conversation is more
annoying than blocking a new call. Blocking would occur
due to insufficient ground or ISL channels. Since the scope
of this paper is related to the multihop ISL routing, we in-
tentionally increase the number of ground channels in the
simulations so that most of the results presented below do
not have any blocking due to insufficient ground channels.

The Dijkstra algorithm [2] is used to find routes for new
calls. The cost of a path is equal to the sum of the costs of
all links in that path. Two different cost functions are tried
in the simulations. In the first, the cost of each ISL link
is equal to the number of busy channels. In the second,
the cost of each ISL link is equal to one, and, thus, the
resulting route corresponds to the minimum hop (minimum
delay) route. Note that even in the minimum hop rout-
ing, the load on the ISL channel is considered so that the
Dijkstra algorithm finds the minimum hop route that does
not contain any congested ISL link. However, we found
that the simulation results for different cost functions are
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very close in all cases. We present only the results of the
minimum hop routing due to the space limitation.

The performance of the FHRP is compared with two
other scenarios. In the first scenario, we have a static net-
work with the same topology of the simulated LEO satellite
network. The static network consists of switches that do not
move. Thus, no handover is necessary. In a static network,
the connection routes preserve their optimality at all times.
In other words, it represents the best achievable blocking
performance with the given switch capacity. In the second
scenario, pure augmentation approach is used during the
satellite handover. The pure augmentation approach results
in handover blocking if the handover satellite is not on the
existing route or an augmented link cannot be found be-
tween the handover satellite and the existing route. Thus,
the difference between the performance of the pure augmen-
tation and the FHRP shows the performance gain achieved
by the rerouting, especially by the footprint rerouting.

4.1. The case of homogeneous traffic

For homogeneous traffic, the new call arrivals are dis-
tributed uniformly in the coverage regions of the satellites.
Specifically, the source and the destination satellites are
generated uniformly among the satellites in the network.
Also, within the footprints of these two satellites, the lo-
cations of the source and the destination mobile terminals
are generated uniformly. In figure 9, the performances of
the FHRP, the static network, and the pure augmentation
scenarios are shown. The number of ground channels in
these three figures is equal to the number of ISL channels.
The number of channels shown in the figures is for each
link (ISL or ground) of each satellite.

The static network scenario performs better than the
FHRP and the pure augmentation. The blocking perfor-
mance of the FHRP is very similar to that of the static
network. The pure augmentation, on the other hand, per-
forms poorly. Especially, for each call arrival rate, the to-
tal blocking probability of the pure augmentation approach
decreases to around 5% as the number of ISL channels in-
creases to 190. However, the FHRP and the static network
scenario have no blocking at all as the number of ISL chan-
nels increases. This result shows that pure augmentation is
not sufficient by itself to achieve low blocking probabilities.
In all scenarios, the total blocking probability for small call
arrival rates or large number of channels is almost constant.
When the call arrival rate increases (or, the number of chan-
nels decreases), the performance starts degrading quickly.
We also observed that the blocking due to ISL channel con-
gestion contributes to the total blocking probability much
more than the blocking due to ground channel congestion,
although the numbers of ground channels and ISL channels
are equal. In most cases, the ISL channel blocking con-
tributes more than 90% of the total blocking. The reason
for this behavior is because each connection has about 4.8
hops on average while only one uplink and one downlink
are required for the ground channels. It is more probable

(a) The FHRP.

(b) Static network.

(c) Pure augmentation.

Figure 9. Total blocking probability for (a) the FHRP, (b) static network,
and (c) pure augmentation scenario.

for a multihop route being congested compared to a single
hop route.

In the second set of experiments, the number of ground
channels is kept constant at 190 so that no blocking due
to ground channel congestion occurs. The number of ISL
channels is equal to 150. Figure 10 shows the new call
blocking and handover blocking performances of the FHRP
and the pure augmentation as a function of the call arrival
rate. The static network case has not been simulated, since
no handover occurs in the static network. According to
figure 10, the FHRP has a much smaller handover block-
ing than the pure augmentation. In the pure augmentation
almost 4% of the handover calls are blocked. The new call
blocking for the FHRP is higher than that of the pure aug-
mentation, since the pure augmentation blocks more han-
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Figure 10. New call and handover blocking probabilities vs. call arrival
rate for static, FHRP and pure augmentation networks.

Figure 11. ISL blocking probabilities vs. number of ISL channels.

dover calls and, hence, can accept more new calls. On
the other hand, the sum of the handover and the new call
blocking probabilities is lower in the FHRP case.

In the last experiment for the homogeneous call arrival
case, we kept the call arrival rate at 1300 calls/min and
the number of ground channels at 190. The effect of in-
creasing the number of ISL channels is investigated. As
shown in figure 11, increasing the number of ISL channels
helps to decrease the blocking probability. The FHRP and
the static networks perform very similar and are superior
to the pure augmentation. The results of the first three sets
of experiments show that the FHRP performs very simi-
lar to a network without any mobility of the switches or
the user terminals, i.e., the handovers do not degrade the
performance of the system. On the other hand, pure aug-
mentation results in higher call blocking compared to the
other two. Especially, the handover call blocking is com-
parably high. Thus, it is clear that a handover algorithm
that solely consists of route augmentation causes very high
blocking probability. We repeated the experiments to see
whether rerouting would help when the calls are blocked in
pure augmentation. Thus, if a handover call is blocked, it
is rerouted. The performance results for this modified pure

augmentation algorithm were very similar to those for the
FHRP. Thus, the FR phase of the FHRP can be replaced
with a rerouting function as used in the call establishment
phase. On the other hand, as explained in section 1, FHRP
can be performed by the satellites while rerouting without
FR needs to be done by the gateways. Furthermore, per-
forming FR in the satellite can reduce the signaling and
computation overhead in the gateways. According to our
experiments, more than 90% of handovers only require FR
instead of complete rerouting.

4.2. The case of heterogeneous traffic

In the heterogeneous traffic, the source satellite is still
generated uniformly. However, we use a different approach
to select destination satellite. First, two random numbers
uniformly distributed between 0 and 1 are generated to de-
termine the magnitude of the movement in the x and y axes
from the source to the destination satellite. In the mean-
time, a probability vector P is used, where P = (p0, p1, p2,
p3, p4, p5, p6) = (0, 0.1, 0.35, 0.6, 0.8, 0.9, 1). If the random
numbers fall between pi and pi+1, then i is assigned to their
associated magnitude. Since we are more interested in the
multihop connection, p1 is assigned to 0.1 so that the source
and destination satellites will not be the same unless both
random numbers are less than 0.1. After the magnitude is
decided, two random numbers are generated to decide the
direction of the movement. Once we know the direction
and magnitude of the movement, the destination satellite
can be obtained. Note that the movement in the y direction
circulates on the orbit. For example, if the source satellite
is 9 and the y movement is −4, then the resulting desti-
nation satellite is 9 → 8 → 7 → 12 → 11 = 11 because
satellites 7–12 are in the same orbit in the simulated net-
work. However, the x movement circulates on different
orbits. If the obtained destination satellite is not in the cor-
rect range,2 then the same process repeats until a correct
one is selected. Since there is no circulation in the x axis,
the satellites located in the central orbits are subject to more
load in their ground channels, especially, in the downlinks.

In figures 12 and 13, the number of the ground channels
is chosen as 600 to avoid any ground blocking. Figure 12
shows that the static network still has the best blocking per-
formance. The performance of the FHRP is almost identical
to that of the static network. So, this experiment confirms
that the relative performance of the FHRP is not affected
by the heterogeneous traffic pattern. In fact, the relation
among the performances of the FHRP and the static net-
work is similar to that in the homogeneous traffic case.
However, the blocking probability for the heterogeneous
traffic is higher than that for the homogeneous traffic be-
cause the call arrival rate is 1100 calls/min in figure 12
while it is 1300 calls/min in figure 11. In figure 13, the

2 For example, if the source satellite locates in the first orbit and the x
movement is −2, then the resulting satellite will not be in the correct
range.
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Figure 12. ISL blocking probabilities vs. number of ISL channels for
heterogeneous case.

Figure 13. New call and handover blocking probabilities vs. call arrival
rate for heterogeneous case.

ratio between the new call and handover blocking is simi-
lar to that in the case of homogeneous traffic. The number
of ISL channels is 170 for this experiment. In conclusion,
figures 12 and 13 confirm that the FHRP performs con-
sistently in the cases of homogeneous and heterogeneous
traffic.

5. Conclusions

A handover rerouting algorithm, referred to as Footprint
Handover Rerouting Protocol (FHRP), has been proposed
for LEO satellite networks. The FHRP is a hybrid algo-
rithm that consists of the augmentation and the footprint
rerouting phases. In the augmentation phase, a direct link
from the new end satellite to the existing route is found. In
case there is no such link with required capacity exists, a
new route is found using the optimum routing algorithm. In
the footprint rerouting phase of the FHRP, the connection
is routed through footprint reroute determined by the origi-
nal optimum path. The goal of the rerouting is to establish
an optimum route without applying the optimum routing
algorithm after a number of handovers. This property is

significant because, in the ideal case, the routing algorithm
computes a single route for each connection. As proven in
section 3, the optimality of the original route is maintained
during the communication. The performance of the FHRP
is compared with a static network and pure augmentation.
The results show that FHRP performs very similar to the
static network and substantially better than the pure aug-
mentation algorithm in terms of call blocking probability.
Moreover, handover calls have less blocking compared to
the new calls.
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