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Low Earth Orbit (LEO) satellite networks will play an important role in the evolving information infrastructure. Satellites in the low
earth orbits provide communication with shorter end-to-end delays and efficient frequency usage. However, some problems need to be
solved before LEO satellite systems can be successfully deployed. One of these problems is the handover management. The objective
of this paper is to survey the basic concepts of LEO satellite networks and the handover research.

1. Introduction

Terrestrial wireless networks such as current cellular and
Personal Communication Services (PCS) systems provide
mobile communication services with limited geographic
coverage. To provide global coverage to a diverse user
population, a number of Low Earth Orbit (LEO) satellite
networks have been proposed [14,28,35]. The LEO satellite
networks can support both the areas with terrestrial wireline
and wireless networks and the areas that lack any network
infrastructure. In the former case, the satellite system could
interact with the terrestrial wireless network to absorb the
instantaneous traffic overload of these networks. In other
words, mobile users could alternatively access either a ter-
restrial or a satellite network through dual-mode handheld
terminals. In the latter application area, LEO satellites
would cover regions where terrestrial wireline and wire-
less systems are economically infeasible because of rough
terrain or insufficient user population.

First generation satellite networks utilized Geostation-
ary Earth Orbit (GEO) satellites, which are located over the
equator at an altitude of 35,786 km. At this altitude, a satel-
lite circulates the earth in synchrony with the earth, i.e., a
GEO satellite completes one turn around the earth approxi-
mately in 24 hours. As a result, the position of a GEO satel-
lite is stationary with respect to a fixed observer on the earth
surface. This is a good feature since the coverage area of a
GEO satellite is also stationary. Moreover, a GEO satellite
covers almost 1/3 of the earth surface excluding the po-
lar regions. Hence, three satellites are sufficient for global
coverage. Large and stationary coverage area results from
very high orbit altitude, which also results in certain disad-
vantages for mobile communications. First, the user termi-
nals and the satellites have high power consumption for the
communication. Second, the propagation delay between the
mobile user and the satellite is too high for real-time mul-
timedia communications. Third, high orbit altitude results
in an inefficient use of the available frequency resources.

An alternative to GEO satellite systems is to utilize low
earth orbit satellite systems. The major advantages of these
new systems are low propagation delay, low power require-
ments in the user terminals and the satellites, simple user
terminals, and efficient spectrum utilization using small
coverage area for each satellite. Moreover, it is possible
to route a connection using Intersatellite Links (ISL) with-
out relying on terrestrial resources. However, in contrast to
GEO systems, a number of mobility management problems
occur in the LEO satellite systems. Mobility management
in LEO satellite networks can be classified into:

• location management (registration and paging), and

• handover management.

Location management tracks and locates the user terminals
for the incoming calls, while handover management allows
a call in progress to continue without any distruption as
the serving cell of the user is changing. Location manage-
ment protocols deal with querying and storing information
in location databases (registration) and sending paging sig-
nals to locate the user within the network (paging). As a
result, many of the issues are not protocol dependent and
can be applied to any of the mobile networks, i.e., similar
algorithms can be used in terrestrial wireless networks and
satellite networks. In contrast, handover algorithms in the
satellite networks differ from those in the terrestrial wire-
less networks. This is because the handovers occur as a re-
sult of the satellite movement as explained in the following
sections. In the terrestrial wireless networks, the handovers
occur because of the user movement. Hence, there is a need
for further research in the satellite handover management.
We focus on the handover management issues in this paper.

The objective of this paper is to introduce the basics of
the Low Earth Orbit satellite networks and to overview the
handover problems and the suggested solutions in the lit-
erature. In section 2, we describe the basic concepts. In
particular, we discuss the satellite system design criteria
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such as the selection of the orbit parameters, the cover-
age model, network connectivity, and connection routing
model. In section 3, we cover the handover management.
Since the handover management is a more mature research
area for terrestrial mobile networks, we provide similarities
and differences with these systems. Finally, in section 4,
we give open research issues.

2. Basic concepts

When designing a satellite network, some decisions such
as the selection of the orbit parameters, coverage model,
the network connectivity, and routing model must be made.
For example, the existing/proposed LEO satellite networks
such as Iridium [14,16], ICO [22], Teledesic [12], Global-
star [12], and Ellipso [22] have basic architectural differ-
ences. Each design decision affects the capabilities of the
system and the extent of the services that are provided to the
users [8,13,17]. In this section, we want to emphasize on
the basic building blocks and explain them. In section 2.1,
we point out the trade-offs between different orbit types.
We give examples from existing/proposed network archi-
tectures. In section 2.2, we introduce a model for coverage
areas of the individual satellites. In section 2.3, we discuss
the network connectivity models and a routing model.

2.1. Selection of the orbit parameters

Satellites are classified as Geosynchronous Earth Orbit,
Medium Earth Orbit (MEO), and Low Earth Orbit (LEO)
based on their respective altitudes from the earth surface.
GEO satellites are located at an altitude of 35,786 km. At
this altitude, the rotation period of a satellite is approxi-
mately equal to 24 hours. Thus, a satellite that is positioned
over the equator is stationary with respect to a fixed point on
the earth surface. This type of satellites are also referred
to as geostationary. As mentioned before, GEO systems
have large end-to-end delays and high power requirements
in the user terminals and the satellites. As a result, it is
very difficult to support mobile and interactive communi-
cations using GEO satellites. Furthermore, it is difficult to
provide small spotbeams inside the satellite coverage area
to achieve frequency reuse, since very large antennas in
the satellite are needed to realize small spotbeams [12]. To
limit the end-to-end delay and power requirements and to
use the frequency resources more efficiently through fre-
quency reuse, satellites that are located in lower altitudes
can be used. The existence of two Van Allen radiation
belts, which contain trapped electrons and protons above
the earth atmosphere [4], leads to the classification of the
satellite orbits as Medium Earth Orbit (MEO) and Low
Earth Orbit (LEO). Van Allen radiation belts are located at
altitudes ranging from 1,500 to 5,000 km and from 13,000
to 20,000 km. MEO satellites are located between two radi-
ation belts while LEO satellites are located below the lower
radiation belt between altitudes 500 km and 1500 km. As a

result of the smaller altitude, MEO and LEO satellites circu-
late the earth in time periods shorter than 24 hours. Hence,
these satellites are not stationary with respect a fixed ob-
server on the earth surface. LEO and MEO satellites are
classified also as non-geostationary satellites. The speed of
the satellites increases with decreasing orbit altitude. Thus,
LEO satellites move faster than MEOs. Low altitude pro-
vides small coverage areas for individual satellites. Hence,
LEO satellite systems require larger number of satellites for
global coverage compared to GEO satellites. Small cover-
age area can be utilized to increase the frequency reuse
among the satellites to improve the bandwidth efficiency.
Among the non-geostationary satellite systems proposed so
far, as mentioned before, LEO satellites are more popular
since they can provide lower end-to-end delay and require
lower power consumption in the satellites and the user ter-
minals compared to MEOs. However, mobility problems
as described in section 3 are more challenging because of
their higher speed. Among the existing/proposed nongeo-
stationary systems, Iridium and Teledesic are LEO systems
while ICO is a MEO system.

Satellites in the low and medium orbits can further be
classified into two groups based on the shape of their or-
bits. An orbit can be either an elliptical or a circular one.
In elliptical orbits, the earth is located in one of the two
focal points of the elliptical orbit. The speed of the satellite
is highest when it is located farthest from the earth. Sim-
ilarly, satellite speed is smallest when it is closest to the
earth. Elliptical orbits can be designed to increase the vis-
ibility period of the satellites over highly populated areas
such as northern hemisphere. Among the proposed LEO
networks Ellipso and Molniya utilize elliptical orbits. In
Ellipso, satellites spend more time when they are serving
northern hemisphere. When circular orbits are used, earth
is located at the center of the orbit. The altitude of the satel-
lite from the earth’s center is constant during the satellite
motion. The speed of the satellite is fixed during the rota-
tion. Iridium [14,16], ICO [22], and Teledesic [12] utilize
circular orbits. An orbit, either circular or elliptical, has
an associated inclination angle that is the angle at which a
satellite orbit is tilted relative to the earth’s equatorial plane.
If the inclination angle is equal to 90 degrees, the orbit is
called a polar orbit while the others are referred to as in-
clined orbits. Polar orbits intersect over the poles. Hence,
they provide maximal coverage over the poles. Iridium and
Teledesic use circular polar orbits to achieve global cover-
age1. Figure 1 gives an example to a system with circular
polar orbits. There are six orbits in the network shown
in the figure, similar to the Iridium system. The satellites
in orbits 1 and 6 are counter-rotating, while the satellites
in the other adjacent orbit pairs are co-rotating. Since the
speed of the satellites in a circular orbit is constant, if the
satellites are located in equal distances over the orbit, the
system configuration as shown in figure 1 repeats itself with

1 Note that the orbits of these systems are slightly inclined. Still, these
systems are classified as polar systems.
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Figure 1. LEO satellite network.

a period TO, which is referred to as orbit period, i.e., if
Loc(t) is a function that gives the location of the satellites
at time t, then Loc(t) = Loc(t + TO). With circular polar
orbits, the network resources are inefficiently utilized due
to the maximal coverage in the polar regions. To increase
the network efficiency, inclined polar orbits can be utilized;
however, systems with inclined orbits do not provide global
coverage. In this paper, we mainly consider circular polar
orbits as the reference model as shown in figure 1. The
presented algorithms can be utilized for both orbits with no
or little modifications to the algorithms.

2.2. Coverage model

The service area, i.e., the footprint2, of a single satellite
is a circular area on the earth’s surface in which the satel-
lite can be seen under an elevation angle equal to or greater
than the minimum elevation angle determined by the link
budget requirement of the system. To give an example, the
diameter of the footprint of an Iridium satellite is around
4021 km. For complete coverage of the earth’s surface,
some overlapping between the footprints of the adjacent
satellites is necessary. The largest possible effective foot-
print of a satellite is then equivalent to the largest hexagon
inscribed into the footprint as shown in figure 2. The visi-
bility period of a satellite, TV, is defined as the maximum
time duration that a ground terminal resides in the coverage
region of a satellite and can directly communicate with that
satellite. The visibility period of a typical LEO satellite is
around 8–11 minutes [1]. If it is assumed that only one
satellite is visible to a ground terminal (minimal coverage)
at any time, it is trivial to show that the visibility period
and the orbit period are identical, i.e., TO = TV. However,
note that, because of the the circular coverage of the satel-
lites, some overlapping between the footprints of different
satellites is required to achieve global coverage. So, TV can
be slightly larger than TO.

The footprints of the individual satellites are covered by
smaller cells or spotbeams as shown in figure 3 to achieve

2 Service area, coverage area, and footprint are used interchangeably in
this paper.

Figure 2. The footprints of the LEO satellites.

Figure 3. The spotbeams in a satellite footprint.

frequency reuse inside the footprint. Identical frequencies
can be “reused” in different spotbeams if the spotbeams are
geographically separated to limit interference [19,27]. As
an example, each footprint consists of 48 spotbeams with
diameters 700 km in the Iridium system [16]. Spotbeams
also have hexagonal shapes like footprints, however, they
are much smaller in size. As a result, the maximum visi-
bility time of a spotbeam is around 1–2 minutes [1].

LEO satellites move with respect to a fixed observer on
the earth surface. Because of this non-stationary character-
istic, the coverage area of a LEO satellite changes contin-
uously. A single satellite in the ith polar orbit traces the
coverage region of that orbit, Ri, as it circulates the earth.
In other words, all satellites in the ith polar orbit have ex-
actly the same coverage region, Ri. But, at a given time,
each satellite in the ith orbit handles traffic from a portion
of Ri. In general, the coverage regions of two adjacent
orbits may overlap with each other as shown in figure 4.
Note that the overlapping coverage regions of adjacent or-
bits are different than the overlapping coverage regions of
adjacent satellites. The former results from the movement
of the satellites along their orbits while the latter is due to
the circular footprints of individual satellites.

2.3. Network connectivity and connection routing

Because of the use of a large number of satellites, it is
very probable that the source and the destination terminals
of a call have to be served via different satellites. Thus,



304 I.F. Akyildiz et al. / Handover management in Low Earth Orbit satellite networks

the end-to-end communication route between two user ter-
minals involves links between user terminals and their re-
spective serving satellites, and a backbone network between
the serving satellite pair. The link from a user terminal to a
satellite is referred to as uplink, while the reverse link is re-
ferred to as downlink. The links between the user terminals
and the satellites are also referred to as user links.

The backbone network can be terrestrial or space-based.
In the terrestrial case as shown in figure 5, the satellite serv-
ing the source terminal forwards the data received from an
uplink to a gateway that forwards the data using a terres-
trial network to another gateway that is in communication
with the satellite serving the destination terminal. Among

Figure 4. Overlapped coverage regions of adjacent orbits.

the existing/proposed architectures, Globalstar and Ellipso
route their calls through terrestrial networks.

In space-based routing, calls are routed through links
between satellites that are referred to as intersatellite links
(ISL) as shown in figures 1 and 6. Space-based routing
has advantages over terrestrial routing since terrestrial in-
frastructure can be destroyed because of wars or natural
disasters. Moreover, space network and the terrestrial net-
work can be operated independently by different service
providers. Leading existing/proposed satellite architectures
such as Iridium and Teledesic utilize space-based routing.

The network connectivity pattern is assumed to be space-
based in this paper. There are two types of ISLs; intra-
plane ISLs connecting satellites within the same orbit and
inter-plane ISLs connecting satellites in adjacent orbits.
Intra-plane ISLs can be maintained permanently. On the
other hand, inter-plane ISLs would be temporarily switched
off because of the change in distance and viewing angle
between satellites in neighbor orbits. In the analysis re-
ported in [34] for the Iridium system, it is concluded that
only ISLs between latitudes of approximately 60◦ north or
south would be maintained between counter-rotating orbits.
The regions with latitudes higher than 60 degrees are la-
beled as seams in the example network model depicted in
figure 1. The counter-rotating satellites going into the seam
temporarily switch their ISLs to the satellites in the neigh-
bor orbits off. Similarly, the satellites passing through polar
regions switch their ISLs to the satellites in the neighbor or-
bits off [33]. Figure 7 depicts the satellites passing through
a pole. The drawing reflects the top view, i.e., looking at
the pole from a viewing position above the satellites. Satel-
lites a, b, and c (also shown in figure 1) are moving toward
the pole. Satellite b’s left and right neighbors are satellites
a and c, respectively. After passing the pole, the neighbors
of satellite b swap their positions. The new satellite posi-

Figure 5. Low earth orbit satellite network with terrestrial routing.
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Figure 6. Wireless communication via Low Earth Orbit satellite network.

Figure 7. LEO satellites in polar region (top view).

tions are labeled as a′, b′, and c′ in figure 7. During the
transition, the ISL links a–b and b–c are turned off. Exact
switching times of ISLs are system dependent and beyond
the scope of our work. Without loss of generalization, we
assume that a satellite passing just over the pole will switch
its inter-plane ISL off until its neighbors swap their posi-
tions. In figure 7, satellite b turns off its ISLs to satellites a
and c when it is just above the pole. The ISLs are restored
when satellites a and c swap their positions, i.e., pass over
the pole. The ISL connectivity change because of either
the seam or the polar crossing results in a dynamic network
topology. Thus, the routing algorithm used in the system
should be able to cope with the network topology changes.

The route of a connection in a LEO satellite network is
determined using a certain optimality criterion such as mini-
mum hop or minimum cost [5]. The route established using
such a criterion is referred to as an optimal route. Because
of their high mobility, satellites are not used to determine
the optimal route by themselves. Indeed, in the Iridium
system [16], connection routes are determined by the gate-
ways as shown in figure 6. As an example, assume that
user A wants to communicate with user D with a handheld
phone. User A sends a connection request to satellite 1.
Upon receiving the connection request, satellite 1 forwards

the request to a gateway. The connection route is computed
by the gateway and is forwarded to satellite 1, which han-
dles the signaling to establish the connection. The resulting
path, in figure 6, is a two-hop route. However, note that
the route could have more than two hops.

3. Handovers in LEO satellite networks

Satellite movement and dynamic connectivity pattern re-
sult in challenging mobility management problems in LEO
satellite networks. Due to the movements of the satellites
and accordingly the movements of their coverage area, foot-
prints, a user terminal is served by a number of spotbeams
and satellites during a connection. Transfer of a call to
a new spotbeam or satellite is referred to as a handover.
Handovers in satellite networks are classified as:

• Intersatellite handover: When the existing connection
is transferred from a satellite to another satellite, an in-
tersatellite handover occurs.

• Link handover: When the connectivity pattern of the
network changes, ongoing calls passing through an ISL
that is switched off need to be rerouted. This type of
handover is referred to as a link handover.

• Intrasatellite or spotbeam handover: When the existing
connection is transfered from a spotbeam to a neighbor
spotbeam served by the same satellite, an intrasatellite
or spotbeam handover occurs.

Handover problems have been investigated in the context
of the terrestrial wireless and satellite networks.

3.1. Intersatellite handovers

Intersatellite handovers result in the change of the con-
nection route since a new satellite is involved in the com-
munication between two user terminals. As an example,
user A is communicating with user B as shown in figure 8.
Communication path consists of satellites 1 and 2 initially.
Since the satellites are moving to the left, user B is going
to be located in the footprint of satellite 3 shortly. Thus,
satellite 3 should be included in the connection route to
guarantee the continuation of the call. When a connec-
tion is admitted into the network, the system guarantees a
certain Quality of Service (QoS) such as delay and delay
variation (jitter). A connection route that provides required
QoS is determined by the network, and the communication
between user terminals is initiated. After an intersatellite
handover, new connection route is required to provide orig-
inal QoS to the user. Moreover, the connection rerouting
should be performed very fast to avoid the interruption of
the call. Thus, connection rerouting algorithm should be
simple to implement, but it should also preserve the quality
or optimality of the original connection route.

Intersatellite handovers are similar to interswitch han-
dovers in terrestrial wireless networks. In a terrestrial
wireless network, when a mobile user handovers to a
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(a)

(b)

Figure 8. An intersatellite handover scenario: (a) The initial connection
route between users A and B passes through satellite 1 and 2. (b) After
user B handovers to satellite 3, the new connection route passes through

satellites 1, 2, and 3.

cell connected to a Mobile Switching Center (MSC) dif-
ferent than its original MSC, an interswitch handover
occurs. Interswitch handover algorithms in terrestrial wire-
less networks focus on the connection rerouting prob-
lem [2,3,20,29]. Basically, there are three connection
rerouting approaches: full connection establishment [20],
partial connection re-establishment [3,29], and multicast
connection re-establishment [2]. Full connection establish-
ment algorithms calculate a new optimum route for the call
as if it is a new call request. The resulting route is al-
ways optimal; however, the call rerouting delay and the
signaling overhead are high. To alleviate these problems,
partial connection re-establishment algorithms re-establish
certain parts of the connection route while preserving the
remainder. This way route update process involves only
local changes in the route and can be performed faster.
However, the resulting route may not be optimal. In the

multicast connection re-establishment algorithm, a virtual
connection tree is created during the initial call admission
process. The root of the tree is a fixed switching node,
while the leaves are the MSCs which would serve the
user terminal in the future. Using the multicast connec-
tion re-establishment method, when a call handovers to a
cell with a new MSC, connection rerouting is immediate
due to the already established routes. The disadvantage of
this algorithm is that network resources can be underuti-
lized as a result of resources allocated in the connection
tree.

A handover rerouting algorithm, referred to as Footprint
Handover Rerouting Protocol (FHRP) [31], has been pro-
posed to handle the intersatellite handover problem. The
protocol addresses the trade-off between the simplicity of
the partial connection rerouting and the optimality of the
complete rerouting. The FHRP is a hybrid algorithm that
consists of the augmentation and the footprint rerouting
phases. In the augmentation phase, a direct link from the
new end satellite to the existing connection route is found.
This way, the route can be updated with minimum signaling
delay and at a low signaling cost. In case there is no such
link with the required capacity, a new route is found using
the optimum routing algorithm. In the Footprint Rerouting
(FR) phase, connection route is migrated to a route that has
the same optimality feature with the original route. The
goal of the rerouting is to establish an optimum route with-
out applying the optimum routing algorithm after a number
of handovers. This property is significant because, in the
ideal case, the routing algorithm computes a single route
for each connection. The optimality of the original route
is maintained after the FR phase. The FHRP requires the
user terminals to store information about the connection
route. The performance of the FHRP is compared with a
static network and pure augmentation. In the former, the
network nodes are fixed, hence there is no handover in the
network. In the latter, the augmentation phase of the FHRP
is applied during the intersatellite handovers; however, if
a call is blocked during the path augmentation process, no
rerouting attempt is made. The experimental results show
that the FHRP performs very similar to the static network
and substantially better than the pure augmentation algo-
rithm in terms of call blocking probability. Moreover, han-
dover calls have less blocking compared to the new calls.
The FHRP algorithm is applicable to connection-oriented
networks. The investigation of the intersatellite handovers
in the connectionless LEO satellite networks is an open
research area.

3.2. Link handovers

LEO satellite networks have a dynamic connectivity
structure resulting from the satellite movement. Satellites
near polar regions or counter-rotating satellites in seam turn
off their links to other satellites in the neighbor orbits. On-
going calls passing through these links need to be rerouted.
This event is referred to as a link handover. Large number
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of rerouting attempts during the link handover would result
in excessive signaling load in the network. Moreover, calls
would be blocked because of the insufficient network re-
sources in the newly established routes or large connection
re-establishment delay.

The routing in the LEO satellite networks has been in-
vestigated in [33] with an emphasis on setting up routes
between pairs of satellites to minimize the number of rerout-
ing attempts during link handovers, i.e., optimization was
performed for the routes between satellite pairs. Optimiza-
tion process results in a unique route with minimum num-
ber of link handovers during a system period3 for each
satellite pair. All end user connections that are served by
the same satellite pair use the same unique route. This
algorithm reduces the link handover frequency; however,
it can also congest some of the links, while it underuti-
lizes some others. An optimal route between two satellite
nodes is not necessarily optimum for a connection between
two ground terminals since intersatellite handovers result
in changing satellite end nodes for the connection. The
optimization is needed for the route between two ground
terminals. Moreover, the network connectivity pattern is
assumed to be static in the reported simulation study. This
assumption is not realistic in the LEO satellite environ-
ment.

Recently, the algorithm in [33] has been improved in
[32] by introducing a sliding window mechanism. In the
new algorithm, when optimization process is performed,
the routes are determined such that minimum number of
handovers occurs in a time window. By sliding the win-
dow, new routes are determined after each topology change.
This algorithm uses a fixed window size and does not take
the call statistics into account. As a result, its performance
is sensitive to the relative magnitudes of the call duration
and the window size. In [6,7], a LEO satellite network is
modeled as a Finite State Automaton (FSA) by dividing
the system period of the satellite network into equal-length
intervals, where the system period is defined as the least
common multiple of the orbit period and the earth period.
In this approach, two satellites are defined to be visible
from each other in a state if they are within line-of-sight
throughout the state. The information about intersatellite
visibility within a state is encoded into a visibility matrix.
In this manner, the LEO satellite network in a state can be
regarded as having a fixed topology. The purpose of the
FSA algorithm is to determine an optimum link assignment
(e.g., topological design) to make the best use of the limited
number of ISL’s in each satellite. The algorithm determines
the optimum link assignments for each state using the vis-
ibility matrix. The optimal link assignment is defined as
the one that yields the best performance when the optimal
static routing is used. The FSA approach does not address
the reduction of the number of rerouting attempts due to the
link handovers. In contrast, more connections would need

3 System period is defined as the time interval where a satellite circulates
the earth.

to be rerouted during the state changes of the FSA model
since the link assignment is optimized only with respect to
the traffic pattern.

In [30], a routing protocol, referred to as Probabilistic
Routing Protocol (PRP), has been proposed to reduce the
number of rerouting attempts during a link handover. The
algorithm removes all the ISLs that are expected to expe-
rience a link handover during the lifetime of a connection
from consideration for routing during the route establish-
ment phase of a new call. Since the call holding time is a
random variable, the connection lifetime can not be deter-
mined exactly. Instead the PRP finds the time duration in
which the route will be used by the user terminals with a
certain probability that is referred to as target probability.
As a result, the route does not experience any link handover
with the target probability. The performance evaluation re-
sults shows that a trade-off exists between the value of the
target probability and the new call blocking rate.

3.3. Spotbeam handovers

A spotbeam handover, as shown in figure 9, involves
the release of user links of the handover terminal in the
current spotbeam and the allocation of new user links in
the new spotbeam. Since both spotbeams are served by
the same satellite, the spotbeam handover is performed by
a single satellite, i.e., no other satellite is involved in the
process. A handover call would be blocked if the necessary
resources are not available in the new spotbeam. Spotbeam
handovers are the most frequent type of handovers experi-
enced in the LEO satellite networks because of the small
spotbeams and high satellite speed. However, high satellite
speed also ease the solution of the spotbeam handover prob-
lem, since the user mobility is negligible compared to the
satellite speed, i.e., the mobility in the system can be ap-
proximated by the deterministic and constant movement of

Figure 9. Spotbeam handover scenario.
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the satellites. Thus, the resource allocation algorithms can
utilize this approximation to limit or reduce the handover
call blocking probability.

Since blocking of a handover call is less desirable
than blocking of a new call request, spotbeam handover
algorithms give higher priority to handover calls. Han-
dover prioritization techniques such as the use of the
guard channels [15,26], handover queueing [11], handover
queueing with dynamic channel allocation [10], and con-
nection admission control algorithms [21,25] have been
studied for non-geostationary satellite networks. Guard
channels [15,26] are used to ensure that a number of chan-
nels is reserved for handover calls even when the new call
arrival rate is high. In a system with guard channels, new
call requests are rejected if the number of busy channels
is larger than a certain threshold. The difference between
the system capacity, in number of channels, and the thresh-
old value is equal to the number of guard channels. The
handover call blocking rate could be reduced by increasing
the number of guard channels. However, the reservation
of guard channels for handover calls increases the blocking
rate for new arrivals. Hence, there is a trade-off between
the handover call blocking and the new call blocking.

The handover queueing algorithm [11] rely on the over-
lapped coverage regions of the spotbeams involved in the
handover process. When a user terminal is in the over-
lapped coverage region, handover process is initiated. If
there is a channel available in the new spotbeam, this chan-
nel is allocated to the user terminal. Otherwise, the han-
dover request is queued. When a channel becomes avail-
able, one of the calls in the handover queue is served.
A handover call is blocked if no channel is allocated for the
call in the new spotbeam when the power level received in
the current spotbeam falls below the minimum power level
for successful data transfer. Handover queueing reduces
the handover call blocking ratio, however its performance
depends on the new call arrival rate and the size of the
overlapped coverage region. In the worst case, high call
arrival rates or small overlapped coverage regions would
result in a large handover call blocking rate.

A modification to [11] is to use dynamic channel alloca-
tion in addition to the queueing of the handover calls [10].
This algorithm performs well for low-to-moderate traffic
levels. However, it requires channel reassignment after
each call departure, which occurs very often because of
the frequent handovers, resulting in extreme overheads for
the LEO satellite networks.

In the connection admission control algorithm presented
in [21], when a new call request arrives at a spotbeam,
it is associated with a list of possible neighboring spot-
beams that the user is going to visit with some probability
in the future. A mobility reservation metric is updated for
each spotbeam in the neighbor list to decrease the handover
blocking probability during future handovers. Although the
handover call blocking probability is decreased, the algo-
rithm can not guarantee any upper bound. Moreover, be-
cause of the ad hoc nature of the reservation metric, the

algorithm is conservative, i.e., it underutilizes the network.
Finally, the algorithm is evaluated for a MEO satellite net-
work, which has a very low handover probability. The
applicability to a LEO network, which has a high handover
probability, is questionable.

In the algorithm introduced in [25], fixed users, in ad-
dition to the mobile users, are considered. The algorithm
eliminates handover call blocking for fixed users. The sim-
ulation results show that the presence of fixed user calls
with the demanded quality of service leads to an increased
satellite capacity requirement, growing linearly with respect
to the proportion of fixed users. The algorithm requires that
the network is scaled for peak traffic conditions. Moreover,
there is no mechanisms to limit the handover call blocking
probability for mobile users.

Spotbeam handovers are similar to intraswitch han-
dovers in the terrestrial wireless networks. An intraswitch
handover occurs if the handover is between cells connected
to the same backbone switch, namely Mobile Switching
Center (MSC). Once a mobile terminal is admitted to a ter-
restrial wireless network, the continuation of the call should
be guaranteed by the network. The user terminal may han-
dover to a neighbor cell. If resources are not available in
the cell, the call is blocked. Hence, intraswitch handover
algorithms try to reserve bandwidth in every cell for the
future handover arrivals. In [24], when a call arrives at
a cell, extra bandwidth is reserved in the neighbor cells
before the call is admitted into the network. Although han-
dover blocking probability is very low, the algorithm results
in excessive new call blocking probability in the network,
since most of the bandwidth reserved in the neighbor cells
are not utilized. In [9,18], the direction of the user motion
is predicted to identify the target handover cell. Bandwidth
reservation is made in the target handover cell to avoid han-
dover call blocking in the future. This algorithm results in a
more efficient bandwidth usage. However, its performance
depends on the success of the motion prediction algorithm.

In the distributed call admission algorithm introduced
in [23], upon a call arrival at a spotbeam, the connection
admission algorithm estimates the handover blocking rate
at a time instant in the future using the information from
neighbor cells. Based on the estimated handover blocking
probability, the new call is admitted or rejected. The per-
formance of this algorithm also depends on the success of
the estimation process.

The performance of the intraswitch handover algorithms
depend on the success of the motion estimation algorithms
while, in LEO satellite network environment, mobility
pattern is deterministic. Thus, handover algorithms that
have been developed for terrestrial networks can easily be
adapted to LEO satellite network environment.

4. Conclusions and suggestions for future research

In this paper, we presented the fundamental features of
the low earth orbit satellite networks. Moreover, we sur-
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veyed the handover management algorithms and the pro-
posed solutions in the literature. As we conclude, the ma-
jority of the related work covers circuit switched networks
with voice traffic. Next generation satellite networks will
serve multimedia traffic such as voice, video, and data.
This type of traffic is more difficult to serve compared
to the voice traffic in circuit-switched networks. First,
each traffic type has different Quality of Service expec-
tations. For example, video traffic reqiures bounded and
small end-to-end delay and delay jitter; however, it can
tolerate packet losses. In contrast, data traffic is very sen-
sitive to the packet losses, but it is insensitive to delay
and delay jitter. As a result, handover algorithms should
guarantee individual QoS expectations of different traffic
types during the handovers. Second, new routing algo-
rithms are needed to serve traffic with QoS expectations.
These algorithms should be developed based on the ex-
pected traffic characteristics, network architecture, connec-
tivity structure, and handover characteristics. Third, mul-
timedia traffic has longer call holding times compared to
the traffic in the traditional circuit switched networks. In
the existing work, user mobility and the earth’s rotation
are assumed to be negligible compared to the speed of the
satellites. For multimedia connections, the earth’s rotation
may no longer be ignored. There is a need to investigate
the effects of the user mobility and the earth’s rotation.
Besides the research problems due to the multimedia traf-
fic, different system architectures such as orbit types and
coverage models should be studied. In most of the ex-
isting work, it is assumed that the minimum number of
satellites is used to achieve global coverage. Thus, the
overlapped coverage areas of the neighbor satellites do not
constitute a significant portion of the satellite coverage ar-
eas. To increase the resources available to the dense pop-
ulation areas, overlapped coverage areas can be utilized.
This would also simplify the solution of the spotbeam han-
dover management problem since the increased overlapping
would enable better performance for handover queueing ap-
proach.
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