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Abstract—This paper introduces a dynamic hierarchical data-
base architecture for location management in personal communi-
cations service (PCS) networks. The proposed scheme allows the
dynamic adjustments of user location information distribution
based on the mobility and calling patterns of the mobile terminals
(MT’s). A unique distribution strategy is determined for each
MT, and location pointers are set up at selected remote locations
which indicate the current location of the MT’s. This method
effectively reduces the signaling and database access overhead for
location registration and call delivery. Besides, the required pro-
cessing is handled by a distributed network ofdirectory registers
and centralized coordination is not necessary. The functions of the
other network elements, such as the home location register (HLR)
and the visitor location registers (VLR’s), remain primarily
unchanged. This greatly facilitates the deployment of this scheme
in current PCS networks.

Index Terms—Call delivery, directory register, home location
register (HLR), location registration, visitor location register
(VLR).

I. INTRODUCTION

PERSONAL communications service (PCS) provides
seamless and uninterrupted communication to mobile

subscribers. PCS users carrying mobile terminals (MT’s)
can communicate with a remote terminal (mobile or static)
regardless of its current location and mobility pattern.
However, unlike static networks, such as the Internet,
where routing information is embedded in the address of
each node on the network, the current location of an MT
cannot be obtained from its identification number. A location
management scheme, therefore, is necessary to effectively
keep track of the MT’s and to locate a called MT when a
call is initiated.

There are two commonly used standards for mobility man-
agement: IS-41 [1], [11] and GSM [11], [12]. IS-41 is gener-
ally used in North America, while GSM is common in Europe.
Under these standards, the location information of each MT
is stored in databases which are updated as the MT moves to
another location and are queried when a call is initiated. Fig. 1
shows an overview of the current PCS network architecture.
For clarity, a glossary of symbols used throughout this paper
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Fig. 1. PCN signaling network architecture.

Fig. 2. Glossary of symbols.

is given in Fig. 2. The PCS coverage area is divided into
cells. All MT’s within a cell communicate with abase station
through wireless links. The base station is, in turn, connected to
the wireline network through amobile switching center(MSC).
The wireline network carries user information and signaling
messages among the MSC’s and the location databases. In
current PCS systems, thepublic switched telephone network
(PSTN) is used as the backbone wireline network.

Both the IS-41 and GSM standards employ a two-level
database architecture consisting of thehome location register
(HLR) and thevisitor location registers(VLR’s). The HLR
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is a centralized database containing theuser profilesof its
assigned subscribers. These user profiles record information
such as the type of services subscribed, the quality of service
(QoS) requirements, the billing information, and the current
locations of the MT’s. The VLR’s are distributed throughout
the PCS network, and each one stores the information of the
MT’s currently residing in its associated area. Depending on
the network configuration, the user profile of an MT may be
replicated at its current serving VLR. There are two possible
implementations of the database structure [11]. In the first
implementation, the VLR serves a number of MSC’s and
the major function of the VLR is to offload the query and
signaling load at the HLR. In the second implementation, each
VLR serves a single MSC and the VLR acts as an auxiliary
processor to the MSC. The second implementation is more
widely used in today’s PCS networks. As described in [11],
[12], all GSM switch manufacturers implement a combined
MSC and VLR with one VLR per MSC.

We assume throughout this paper that the VLR is colocated
with the MSC. When an MT moves to another MSC, signaling
messages are exchanged among the HLR and the new and the
old VLR’s in order to record the new location information
of the MT in the databases. We call this database update
processlocation registration. Similarly, when a call is initiated,
signaling messages are exchanged among the VLR of the
calling MT and the HLR and the VLR of the called MT
in order to locate the called MT (the “callee”). We call this
callee location processcall delivery. Depending on the relative
position of the HLR and the VLR’s, location management
may result in significant signaling load to the network. As the
number of PCS subscribers keeps increasing, it is demonstrated
in [9] and [10] that the volume of signaling and database access
traffic will increase beyond the capacity of the current network
design. Methods for reducing the signaling and database access
traffic are, therefore, necessary before PCS use can become
widespread.

In this paper, we introduce a dynamic hierarchical data-
base architecture for PCS location management. Under this
approach, an additional level of databases called thedirec-
tory registers(DR’s) is introduced. Each DR determines the
location information distribution strategiesfor its associated
MT’s. Location pointers are then set up at selected remote
DR’s indicating the current location of the MT. Using this
scheme, location information is distributed more effectively
and the signaling and database access overhead for location
registration and call delivery is greatly reduced. Moreover, the
functions of the HLR, the VLR’s, and the MSC’s remain pri-
marily unchanged. This facilitates deployment of the proposed
scheme in current PCS networks. We will present the proposed
database architecture and its associated location management
scheme in more detail in Section IV.

This paper is organized as follows. In Section II, we give a
brief introduction to recent research in location management.
Section III describes the PCS signaling network architecture
and the IS-41 location management standard. Section IV in-
troduces the proposed hierarchical database architecture and
the location registration and call delivery procedures associ-
ated with this new database architecture. An analysis of the

signaling and database access costs for the proposed scheme is
also given in this section. Section V presents an enhancement
for the proposed location management scheme. Conclusions
are given in Section VI.

II. RECENT RESEARCH

A per-user location cachingstrategy is introduced in [6]
which reduces the signaling cost for call delivery by reusing
the cached information about a called MT’s location from a
previous call. The performance of this scheme depends on
the probability that the cached information is valid. In [7],
the author introduces a threshold scheme that dynamically
determines the time when a cache record becomes obsolete.

In [13], the authors propose auser profile replication
scheme. Based on this scheme, user profiles are replicated
at selected locations such that the call delivery delay can
be reduced. The replication decision is made by a centralized
system which must collect the mobility and calling parameters
of the whole user population from time to time. This may
not be feasible in current PCS networks because of the
large number of PCS network providers involved. Besides,
generating and distributing the replication decision for a large
user population1 is a computationally intensive and time-
consuming process which may incur significant amount of
network bandwidth.

In [5], a location forwardingstrategy is proposed to reduce
the signaling cost for location registration. Whenever an MT
moves to another VLR, a pointer is set up from the old VLR
to the new VLR. When an incoming call arrives, the HLR
determines the serving VLR of the MT by transversing the
pointer chain. This method reduces the location tracking cost
when the call-to-mobility ratio is low. However, a number
of VLR queries have to be performed in order to locate the
MT. This introduces additional overhead in the call delivery
process.

In [14], the author proposes a fully distributed database
architecture for location management. Under this scheme,
location information of the MT’s is distributed among a large
number of location databases, organized as a tree structure.
Each database contains location information of the MT’s
residing in its subtree. Under this scheme, database accesses
are localized. However, a large number of location databases
may have to be accessed during location registration and call
delivery. In [4], a partitioning scheme is introduced for the
fully distributed location database architecture. Partitions are
generated by grouping the location databases among which the
MT’s move frequently; location registration is performed only
when an MT enters a partition. This scheme minimizes the
number of location registrations in areas where the mobility
rate of the MT’s is high. In [3], the authors suggest that it is
not necessary to place a location database at every node of
the tree structure. A method for determining the near optimal
database placement is introduced such that the number of
database queries and updates is minimized.

1The mobile user population in the United States is expected to exceed 60
million by the year 2005.
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The location management schemes described above can be
classified into two categories. For the first category, the IS-
41 or GSM centralized location database architecture is used
and auxiliary strategies [5]–[7], [13] are introduced which
reduce the signaling or database access overhead for either
location registration or call delivery. For the second category,
the fully distributed location database architecture [3], [4],
[14] is used such that location information for the MT’s are
distributed among a number of databases. The performance of
the schemes in both categories depends on the mobility and
calling parameters of the MT’s. Neither the centralized nor
the fully distributed database architecture is superior under all
circumstances [2].

Most of the recent research efforts intend to modify the
distribution of location information in order to achieve lower
signaling overhead. For example, in [5], location forwarding
reduces the overhead for location registration by distributing
the location information of the MT in a number of recently
visited VLR’s. In [3], however, a reduction in the database
access overhead is achieved by limiting the distribution of the
location information.

We believe the optimal distribution of location informa-
tion is user dependent and the distribution strategy for one
MT may not be appropriate for another MT. In this paper,
we introduce a database architecture which facilitates the
dynamic adjustment of the location information distribution.
Based on this scheme, the distribution strategy for each MT
is dynamically determined based on its mobility and call
arrival parameters. The required computation is handled by
a network of DR’s and the distribution strategy for each MT
is determined independently without centralized coordination.
As a result, this scheme is easily scalable. Finally, the proposed
scheme reduces the overhead for both location registration and
call delivery. This results in significant overall reduction in
signaling and database access costs, compared to the IS-41
scheme.

III. SYSTEM DESCRIPTION

Signaling messages in current PCS systems are carried by
the Signaling System No. 7(SS7) network. Fig. 3 shows a
simplified SS7 network architecture. The HLR and VLR’s
store the user profiles for their associated MT’s. The functions
of the HLR and the VLR’s were described in Section I.
The MSC’s provide switching functions for MT’s in their
associated area. In addition, they are responsible for location
registration and paging procedures, and handoffs. TheSignal
Transfer Point(STP) is a switch on the SS7 network which
is responsible for the routing of signaling messages based
on their destination addresses. TheService Control Point
(SCP) contains the database, such as the HLR, and the
associated logic which handles database query and update
requests initiated by the MSC’s. These network elements are
interconnected by wireline links. For reliability reasons, the
STP’s are installed in pairs and there exists a number of links
between two network elements.

Procedures for location registration and call delivery are
specified in the IS-41 standard. According to IS-41, the HLR

Fig. 3. Signaling network.

knows the exact MSC’s where its associated MT’s reside. The
area covered by an MSC is called aRegistration Area(RA) and
an MT performs a location registration when it enters an RA.
Fig. 4 shows the signaling diagram for location registration
under IS-41. In Fig. 4 (as well as in Figs. 5 and 8–10), the “(
)” indicates the message number, the “[ ]” indicates the cost for
the particular signaling exchange, and the “” at the bottom
of the figure indicates the cost for accessing the particular
database. These signaling and database access costs will be
discussed in more detail in Section IV-C. The procedure for
location registration under IS-41 is described as follows.

1) The MT detects that it has entered a new RA and sends
a location update message to the MSC through the base
station.

2) The MSC updates its associated VLR indicating that
the MT is residing in its area and sends a location
registration message to the HLR.

3) The message is routed to an STP which determines the
HLR of the called MT from itsMobile Identification
Number (MIN) by a table lookup procedure called
Global Title Translation(GTT). The location registration
message is then forwarded to the HLR.

4) The HLR updates its record indicating the current serv-
ing MSC of the MT and sends a registration acknowl-
edgment message to the new MSC.

5) The HLR sends a registration cancellation message to
the old MSC.

6) The old MSC deletes the record of the MT in its asso-
ciated VLR and sends a cancellation acknowledgment
message to the HLR.

The IS-41 call delivery procedure is described as follows
(see Fig. 5).

1) A call is initiated by an MT and the base station forwards
the call initiation signal to the MSC.

2) The MSC sends a location request message to the HLR
through an STP where GTT is performed.

3) The location request is forwarded to the HLR of the
called MT.

4) The HLR sends a location request message to the MSC
serving the called MT.

5) The MSC determines the cell location of the called MT
and assigns it aTemporary Location Directory Number
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Fig. 4. Location registration under IS-41.

Fig. 5. Call delivery under IS-41.

Fig. 6. Hierarchical database architecture.

(TLDN). The MSC then sends this TLDN to the HLR.
6) The HLR forwards the TLDN to the calling MSC.
7) The calling MSC sets up a connection to the called MSC

using this TLDN.

IV. DYNAMIC HIERARCHICAL DATABASE ARCHITECTURE

In this section, we introduce a dynamic hierarchical database
architecture for location management in PCS networks. The
proposed database architecture is based on that of the IS-
41 standard with the addition of a new level of databases
called directory registers(DR’s). The placements and the
operations of the HLR, the VLR’s, and the MSC’s remain
mostly unchanged, while additional processing is handled by
the DR’s. Fig. 6 shows the proposed database architecture
which contains the HLR, the DR’s, and the VLR’s. We assume
that the DR’s are installed in SCP’s on the SS7 network and
each DR serves a number of MSC’s. The area covered by a
DR is called thedirectory area(DA).

Throughout this paper, we assume a DR consists of the
database and the computer for providing the required location

management functions. The responsibilities of the DR’s are
as follows:

1) periodically compute and store the location information
distribution strategy for its associated MT’s;

2) store location pointers which indicate the current loca-
tions of local and selected remote MT’s;

3) forward location registration and call initiation requests
from it associated MT’s to the appropriate network
elements as indicated by the location pointers.

Three types of location pointers are defined for each MT.

• Local Pointer: A local pointer for an MT is stored at its
serving DR which indicates the current serving MSC of
the MT. Based on the proposed scheme, the DR contains
a local pointer for each of its associated MT’s. Local
pointers improve location registration performance.

• Direct Remote Pointer:A direct remote pointer for an
MT is stored at a remote DR which indicates the current
serving MSC of the MT. Direct remote pointers improve
call delivery performance.

• Indirect Remote Pointer:An indirect remote pointer for
an MT is stored at a remote DR which indicates the
current serving DR of the MT. Indirect remote point-
ers improve both location registration and call delivery
performance.

These pointers are used to distribute the location information
for the MT’s. For example, suppose that the HLR of a given
MT is located in New York and it is currently roaming in San
Francisco. If a significant number of the incoming calls for the
MT are originated from Los Angeles, a remote pointer can be
set up for the MT in the DR at the Los Angeles area. When the
next call is initiated for this MT from Los Angeles, the search
can be forwarded directly to San Francisco without requiring a
query at the HLR which is located in New York. This reduces
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Fig. 7. An example location information distribution strategy.

the signaling overhead for call delivery. On the other hand,
the HLR can be set up to record the ID of the serving DR
(instead of the serving MSC) of the MT. When the MT moves
to another RA within the same DA in San Francisco area,
only the local pointer at the DR has to be updated. Again, it is
not necessary to access the HLR in New York. This reduces
the signaling overhead for location registration. Unlike other
schemes [5], [6], [13] as described in Section II, an advantage
of this scheme is that it can reduce the overhead for both
location registration and call delivery.

As the mobility and call arrival patterns vary from user to
user, the pointer configuration for each MT must be uniquely
determined. Based on our proposed scheme, the DR periodi-
cally computes a location information distribution strategy for
each of its associated MT’s which specifies:

1) the set of remote DR’s where direct remote pointers for
the MT should be set up;

2) the set of remote DR’s where indirect remote pointers
for the MT should be set up;

3) whether the HLR should record the ID of the serving
MSC or the serving DR of the MT.

Fig. 7 shows the pointer configuration for a given MT. It
can be seen in Fig. 7 that this MT is currently residing under

and it has a direct remote pointer and an indirect
remote pointer from and , respectively. The HLR
records the ID of the current serving DR of the MT. When
the MT moves to another MSC within the same DA, the local
pointer and the direct remote pointers become invalid and the
DR updates these pointers to indicate the correct location of
the MT. When the MT moves to another DA, all pointers
associated with the MT become invalid. The DR informs the
HLR of the location change and updates all pointers associated
with the MT.

The DR recomputes the pointer configuration periodically
at constant time intervals or at specific time instants of the
day. If a new remote pointer is to be added, a message is sent
to the corresponding remote DR to set up the new pointer. If
an existing remote pointer is no longer necessary, it is deleted,
instead of updated, when the remote pointer becomes invalid.
Note that a direct remote pointer becomes invalid when the MT
moves to another MSC and a indirect remote pointer becomes

invalid when the MT moves to another DA.
The location pointers are implemented as entries in a

directory table stored at the DR. When the DR receives a
location registration or a call delivery request, a table lookup
operation is performed and the request is forwarded to the
appropriate network elements. The DR is not involved in the
processing required for location registration and call delivery
(such as the recording of billing information). This results in
small processing overhead at the DR as compared to that of
the HLR and the VLR’s.

Similar to the STP’s, the DR’s may be installed in pairs to
enhance fault tolerance. One of the DR in the pair isactive
and the other DR isinactive. Both DR’s, active and inactive,
contain exactly the same information. However, only the active
DR is responsible for the required processing. When the active
DR becomes unavailable due to failure or maintenance, the
inactive DR takes over the normal processing and becomes
the active DR.

For security and privacy reasons, the service provider of
a particular MT may not want the location information of
this MT to be stored at remote DR’s. This can be achieved
by setting up aDR overridingflag in the user profile of the
MT. The DR’s will be denied access to the information of the
MT if this flag is set. Under this situation, the IS-41 location
management scheme is used for this MT and the HLR always
contains the ID of the serving MSC of this MT.

The procedures for location registration and call delivery
under this new database architecture are given in Section IV-
A. The method for determining the location information dis-
tribution strategy for an MT is described in Section IV-B. It is
demonstrated in Section IV-C that the proposed scheme can
significantly reduce both the signaling and database access
overhead for location management.

A. Location Registration and Call Delivery

When an MT moves to another MSC, a location registration
is performed which i) updates or creates the local pointer
for the MT at the serving DR, ii) deregisters the MT at
the previous MSC and DR (if an inter-DA movement is
performed), iii) updates the location information of the MT
at the HLR if necessary, and iv) updates the remote pointers
of the MT if necessary. Figs. 8 and 9 show the location
registration procedure. The steps shown in Figs. 8 and 9 are
described as follows.

1) The MT moves to a new MSC and sends a location
update message to this new MSC.

2) The new MSC updates its VLR indicating that the MT is
now residing in its associated area and sends a location
registration message to the DR.

3) If an intra-DA movement has occurred, then we have
the following.

a) The DR updates the local pointer for the MT in-
dicating the new MSC and sends a registration
cancellation message to the old MSC.

b) The old MSC sends the user profile of the MT to
the DR.
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Fig. 8. Location registration under new database architecture.

c) The DR sends an acknowledgment message to the
old MSC which then deletes the record for the MT
in its associated VLR.

d) If the HLR records the ID of the serving MSC of
the MT, then:

i) the DR reports the location change to the HLR;
ii) the HLR sends an acknowledgment message to

the DR.

e) If direct remote pointers exist in one or more remote
DR’s, then:

i) the serving DR sends a pointer update message to
all the remote DR’s that contain a direct remote
pointer for the MT;

ii) The remote DR’s update the direct remote point-
ers and send acknowledgment messages to the
serving DR.

Otherwise, if an inter-DA movement has occurred,
we have the following.

f) The DR creates a directory entry for the MT and
records the ID of the serving MSC. The DR then
sends a location registration message to the HLR.

g) The HLR sends a registration cancellation message
to the old DR.

h) The old DR sends a registration cancellation mes-
sage to the old MSC.

i) The old MSC sends the user profile of the MT to the
old DR.

j) The old DR sends an acknowledgment to the old
MSC which then deletes the record for the MT in its
associated VLR.

k) The old DR sends the directory information of the
MT to the HLR.

l) The HLR sends an acknowledgment to the old DR
which then deletes its record for the MT.

m) The HLR sends the directory information and the
user profile of the MT to the new DR.

n) The new DR sends an acknowledgment to the HLR.
o) If direct or indirect remote pointers exist in one or

more remote DR’s, then:

i) the serving DR sends a pointer update message
to all the DR’s that contain a remote pointer for
the MT;

ii) the remote DR’s update the pointers and send
acknowledgment messages to the serving DR.

4) The new DR sends the user profile of the MT to the
new MSC.

5) The new MSC sends an acknowledgment to the new DR.

Call delivery involves the determination of the current
serving MSC of a called MT. Fig. 10 shows the procedure
for call delivery under the proposed database architecture. The
steps as shown in Fig. 10 are described as follows.

1) A call is initiated by an MT and the base station forwards
the call initiation signal to the MSC.

2) The MSC sends a location request message to the local
DR.

3) If a local pointer for the called MT exists at the DR,
then we have the following.

a) The DR sends a location request message to the local
MSC which serves the called MT.

b) The MSC assigns a TLDN to the called MT and
sends this TLDN to the DR.

Otherwise, if a direct remote pointer for the called MT
exists at the DR, then we have the following.

c) The DR sends a location request message to the
remote MSC which serves the called MT.

d) The MSC assigns a TLDN to the called MT and
sends this TLDN to the calling DR.

Otherwise, if an indirect remote pointer for the called
MT exists at the DR, then we have the following.

e) The DR sends a location request message to the DR
of the called MT.

f) The called DR forwards the location request message
to the MSC of the called MT.

g) The MSC assigns a TLDN to the called MT and
sends this TLDN to the calling DR.

Otherwise, if no pointer exists for the called MT, then
we have the following.

h) The DR sends a location request to the HLR of the
MT.

i) If the ID of the serving MSC of the called MT is
available at the HLR, then:

i) the HLR sends a location request message to
the MSC of the called MT;
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Fig. 9. Location registration under new database architecture (continued).

ii) the MSC assigns a TLDN to the called MT and
sends this TLDN to the HLR.

otherwise:

iii) the HLR sends a location request message to the
serving DR of the called MT;

iv) the called DR forwards the location request to
the serving MSC of the called MT;

v) the MSC assigns a TLDN to the called MT and
sends this TLDN to the HLR.

j) The HLR forwards the TLDN to the calling DR.

4) The calling DR forwards the TLDN to the calling MSC.
5) The calling MSC sets up a connection to the called MSC

using this TLDN.

The signaling and database access overhead for call delivery
is reduced if a remote pointer exists at the DR of the calling
MT. However, additional processing is required after each
movement to update the remote pointers. Similarly, the signal-
ing and database access overhead for location registration can
be reduced if location change is reported to the HLR only after
inter-DA movements. However, this will increase the database
access overhead for call delivery as an additional DR access
is necessary to locate a called MT. There are tradeoffs among
different pointer configurations and we will introduce a method
for determining the location information distribution strategy
for a particular MT in Section IV-B.

B. Per-User Location Information Distribution Strategy

The location information distribution strategy for each MT
specifies the pointer configuration for the MT at the remote
DR’s and the location information available at the HLR. The
DR periodically computes the distribution strategy for each of
its associated MT’s based on their mobility and call arrival
parameters. This subsection describes a method for deter-
mining the per-user distribution strategy which significantly
reduces the signaling and database access costs for location
management.

For a target MT, we define , , and to be the
incoming call arrival rate, the average RA residence time, and
the inter-DA movement probability (this is the probability that
a movement to another RA will result in departure from the
current residing DA), respectively. The values of and

describe the frequency and the locality of the movements,
respectively. For example, a vehicle in an interstate highway
usually travels at a relatively high speed in a constant direction
and thus the values for both and are large. On the
other hand, a pedestrian travels slowly and the movements are
generally confined to a specific area. In this case, the values
for and are relatively small.

In order to determine the location information distribution
strategy for a particular MT, a scheme for deriving the values
of , , and for the MT is needed. One possible method to
derive these parameters is to implement three counters in the
MT’s user profile which record the number of call arrivals to
the MT, the number of inter-RA movements, and the number
of inter-DA movements, respectively. A counter is increased
by one when the corresponding event occurs (e.g., the call
arrival counter is increased by one when an incoming call
arrives) and it is reset to 0 at specific time intervals (e.g.,
once per hour). We call this the measurement intervals. The
counter values obtained at the end of a measurement interval
are used to predict the parameters for the next measurement
interval. For example, assuming that the call arrival counter
recorded a value of 5 at the end of a one-hour measurement
interval. An incoming call arrival rate, , of 5 calls/h will be
assumed for the next measurement interval. The measurement
interval should coincide with the time interval for updating
the pointer configurations of the MT’s such that the pointers
are generated based on the most up-to-date parameters. The
advantage of this method is that it is simple to implement and
it does not significantly increase the processing load at the
MSC. The disadvantage of this method is that the behavior
of the MT may change significantly and this method cannot
capture the change until the end of the current measurement
interval.
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Fig. 10. Call delivery under new database architecture.

An alternative method for determining the values of, ,
and is based on the historical data of the particular MT. In
general, the mobility and calling patterns of an MT do not
vary significantly from day to day. As a result, the mobility
and calling data obtained during a given time interval in the
previous day can be used to predict the behavior of the MT
during the same time interval in the current day. This method
is accurate for the majority of the MT’s as most subscribers
exhibit similar mobility and calling patterns from day to day.
A disadvantage of this method is that the network must record
the previous day’s data for each MT. This will increase the
disk space requirement at the HLR.

In this paper, we will present and analyze the proposed
location management scheme assuming that the values for the
incoming call arrival rate, , the average RA residence time,

, and the inter-DA movement probability,, are readily
available.

As described in Section IV-A, location management in-
volves the exchange of signaling messages among the network
elements. The costs for location registration and call delivery
depend on the relative locations of the network elements
involved as well as the overhead for accessing the databases.
Here we define a number of parameters which represent the
costs for location registration and call delivery under various
situations.

The cost for call delivery if a direct remote pointer for
the called MT is available at the calling DR.
The cost for call delivery if an indirect remote pointer
for the called MT is available at the calling DR.
The cost for call delivery if no remote pointer is

available and the HLR records the ID of the serving
DR of the MT.
The cost for call delivery if no remote pointer is
available and the HLR records the ID of the serving
MSC of the MT.
The cost for call delivery if the called MT is residing
in the same DA.
The cost for location registration after an intra-DA
movement if reporting of location change to the HLR
is required.
The cost for location registration after an intra-DA
movement if reporting of location change to the HLR
is not required.
The cost for location registration after an inter-DA
movement.
The cost for updating a remote pointer.

Note that the location registration costs ( ) do
not include the cost for updating remote pointers because the
number of remote pointers is not known at this time. The cost
for updating a particular remote pointer is given by. For
simplicity, we assume that does not depend on the location
of the remote DR. The above parameters are used to determine
the location information distribution strategy for each MT. The
derivation of these parameters are described in more detail in
Section IV-C.

Three pointer configurations are possible for a given MT at
a remote DR:

P1) a direct remote pointer for the MT is set up at the
remote DR;
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P2) an indirect remote pointer for the MT is set up at the
remote DR;

P3) no remote pointer for the MT is set up at the remote
DR.

The call delivery cost is lower when a remote pointer for
the called MT is available at the DR associated with the
calling MT. However, the pointer must be updated when the
called MT moves to another location. This results in additional
signaling and database access cost. For each remote DR, we
select the pointer configuration for the MT that results in the
lowest total cost for call delivery and pointer update. Let
( ) be the cost per unit time for delivering calls from
DA to the MT if pointer configuration is used

for (1)

where is the arrival rate of calls originating from DRand
destined for the MT. Let ( ) be the cost per unit
time for updating the MT’s remote pointer at a DR if pointer
configuration is used at this DR

if
if
if .

(2)

Let ( ) be the total cost per unit time for call
delivery and remote pointer update for the MT with respect
to remote DR when pointer configuration is used. The
expression for is

for (3)

To minimize the location management cost for the MT with
respect to DR , we select the pointer configuration at DR

which results in the smallest total cost, . For example,
if is the smallest among , , and , then pointer
configuration P1 is used, and so on.

Assume is the set of remote DR’s that contain direct or
indirect remote pointers for the MT as determined by the above
procedure. Let be the arrival rate of calls from the residing
DA of the MT and be the arrival rate of calls from remote
DAs which do not contain remote pointers for the MT. The
expression for is

(4)

Delivering calls from DAs where remote pointers are not
available requires HLR queries. Therefore, can also be
considered as the rate of HLR query due to call delivery.

As described in Section IV, two HLR configurations are
possible:

H1) the HLR records the ID of the serving MSC of the MT;
H2) the HLR records the ID of the serving DR of the MT.

If configuration H1 is selected, the cost for call delivery
is lower as one less DR query is required to locate the MT.
However, the DR must report each location change of the MT
to the HLR. This results in higher location registration cost.
Let and be the location registration costs per unit time

for configurations H1 and H2, respectively

(5)

(6)

For calls originating from DAs where pointers for the MT are
not available, let and be the call delivery costs per unit
time under configurations H1 and H2, respectively

(7)

(8)

The total cost per unit time for location registration and
call delivery (for calls that requires HLR queries) under
configurations H1 and H2 are

(9)

and

(10)

respectively. To minimize the overall cost for location registra-
tion and call delivery, configuration H1 is selected if .
Otherwise, configuration H2 is used.

Here is a summary of the steps for determining the location
information distribution strategy for an MT.

1) For each remote DR, compute the average total call
delivery and pointer update cost for the three pointer
configurations, P1, P2, and P3, using (3). Select the
pointer configuration that results in the lowest average
total call delivery and pointer update cost.

2) Determine the rate of HLR query, , using (4). Then,
compute the average total location registration and call
delivery cost (for calls that require HLR query) under
HLR configurations H1 and H2 using (9) and (10),
respectively.

3) Select the HLR configuration that results in lower loca-
tion registration and call delivery cost.

C. Performance Analysis

For the analysis given in this paper, we assume the cost
for database access and the cost for transmitting signaling
messages are available. For PCS networks, the delays for con-
nection establishment, location registration, and call delivery
are considered to be some of the most important performance
criteria. A user’s perception on the quality of the network is
greatly affected by connection set up delay. In this analysis, we
assume the database access and signaling costs are measured
by the delays required to complete the database update/query
and signal transmission, respectively. These delay values can
be obtained by on-line measurements, if such measurement
functions are available in the particular network, or by a
table lookup process. Given the particular time of the day,
the table provides the access cost for a specified database or
the signaling cost for a specified communication link. These
values are then used for determining the location information
distribution strategy for the MT’s. The table is located at each
DR and it should be updated frequently to reflect the status
of the network.
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TABLE I
EXPRESSIONS FORLOCATION REGISTRATION AND CALL DELIVERY COSTS

To simplify the analysis, we assume the costs for a database
update is equal to the cost for a database query. We define

, , and to be the costs for updating or querying the
VLR, the HLR, and the DR, respectively. We also define,

, and to be the costs for sending a signaling message
between a DR and one of its associated MSC’s, between an
HLR and a DR and between two DR’s, respectively. These
signaling costs include the switching cost at the sender and
at the intermediate STP’s, and the cost for transmitting the
signaling message through the communication links.

Based on the procedures for location registration and call
delivery as described in Section IV-A, the expressions for the
call delivery costs, ( ), the location registration
costs, ( ), and the remote pointer update cost,,
as described in Section IV-B are given in Table I. In Table I,
we assume that when a user profile is retrieved from the
database, it is temporarily stored at a cache memory for the
duration of the location update or call delivery. As a result,
no database access is necessary for subsequent queries to
the same user profile. In addition, updates to the database
are recorded at the cache memory and they are written to
the database only at the end of the location update or call
delivery procedure. Consequently, a maximum of one update
or query is performed at each database involved in a location
update or call delivery. Furthermore, in Table I, we assume
that signaling messages between the HLR and an MSC and
between a remote DR and an MSC are routed through the
DR serving this particular MSC. The cost for sending these
signaling messages are, therefore, and .

For example, delivering a call to an MT given that a direct
remote pointer is available at the local DR requires one query
at the calling VLR ( ), one query at the DR (), and one
query at the called VLR ( ). The total database access cost
is . In addition, delivering this call requires two
message exchanges between a DR and a local MSC (),
and two message exchanges between a DR and a remote MSC
( ). The total signaling cost is . As a result,
the expression for given in Table I is .
In another example, performing a location update after an
intra-DA movement where reporting to the HLR is necessary
requires one update at each of the following databases: the

new VLR ( ), the DR ( ), the HLR ( ), and the old VLR
( ). The total database access cost is . In
addition, this type of location update requires three message
exchanges between the DR and the new VLR (), three
message exchanges between the DR and the old VLR (),
and two message exchanges between the DR and the HLR
( ). The total signaling cost is . As a result, the
expression for given in Table I is .

According to the per-user location information distribution
strategy, given that a remote pointer exists at DR, the cost
per unit time for delivering calls from DA and for updating
the remote pointer at DR is

(11)

where and can be computed by (3). The cost per
unit time for location registration and for delivering calls that
require HLR queries is

(12)

where and are given by (9) and (10), respectively. The
cost per unit time for delivering calls originating from the local
DA is . As a result, the total cost per unit time for location
registration, remote pointer update, and call delivery is

(13)

where is the set of remote DR’s that contain remote pointers
for the MT.

In the following, we evaluate the performance of the pro-
posed location management scheme by comparing with the
IS-41 standard under various mobility, call arrival, and cost
parameters. Based on the IS-41 location registration and call
delivery procedures as described in Section III, the expression
for the total cost per unit time for location registration and
call delivery is

(14)

where is the cost for performing global title translation
(GTT). In (14), we assume that the cost of a signaling message
exchange between an MSC and an STP is equal to the cost of a
signaling message exchange between an MSC and its DR,.
Similarly, the cost of a signaling message exchange between
an STP and the HLR is equal to the cost of a signaling message
exchange between a DR and the HLR,.

We define the relative cost of the proposed location man-
agement scheme as the ratio of the total cost per unit time for
the proposed scheme to that of the IS-41 standard, . A
relative cost of 1 means that the costs under both schemes are
the same. We also define the call-to-mobility ratio (CMR) as
the ratio of the call arrival rate to the mobility rate; in other
words .

In the following analysis, we assume that the inter-DA
movement probability, , is 0.125. This value is selected based
on the assumption that there are 88 RA’s arranged in a
square in each DA and the random walk mobility model is
used (see Section V for more details). To simplify the analysis,
we carry out the evaluation assuming that either the signaling
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(a) (b)

Fig. 11. Signaling cost for (a)vl = vr = 0:15 and (b) vl = vr = 0:3.

TABLE II
SIGNALING COST PARAMETERS

or the database access cost dominates. When the signaling
cost dominates, the database access cost is assumed to be
negligible, and vice versa.

We first evaluate the case when the signaling cost dominates
by setting the database access cost parameters,, , and ,
to 0. We consider the four sets of signaling cost parameters
given in Table II. Since the DR is located close to its associated
MSC’s, signaling messages between a DR and one of its
MSC’s can be exchanged without going through intermediate
STP’s. As a result, the signaling cost between the DR and
the local MSC, , is expected to have the smallest value. In
this study, all signaling cost parameters are normalized to
such that . The selected data sets allow us to study
the effect of varying the cost parameters and on the
performance of the location management scheme. Letand

be the fractions of the incoming calls for the target MT
that are originated from the local DA and from remote DA,
respectively. We assume that the origination of the remaining
calls are evenly distributed over all other DAs such that the
call arrival rate from each of these DAs is small. As a result,
no remote pointers are set up in these remaining DAs based
on the proposed location management scheme.

Fig. 11(a) and (b) shows the relative signaling cost for
and , respectively, as the

value of CMR varies from 0.01–10. In general, the relative
cost increases with CMR. When the CMR is low, the mobility
rate is high compared to the call arrival rate and the cost for
location registration dominates. Significant cost saving can be
obtained by reporting location change to the HLR only after an
inter-DA movement. When the CMR is high, the mobility rate
is low relative to the call arrival rate and the cost saving from

location registration diminishes. However, when CMR is high,
the call delivery cost dominates and the saving in call delivery
cost becomes significant. This saving is attributed to the lower
cost for delivering calls from the local DA and from DA
where a remote pointer is set up. This cost saving increases
and thus lowers the relative cost as the fractionsand
increase.

Comparisons between data sets 1 and 2 and between data
sets 3 and 4 demonstrate that the effect of varying the signaling
cost between two DR’s, , is significant only when CMR
is high. As described before, at low CMR, the location
registration cost dominates. As no signaling messages are sent
directly between two DR’s during location registration, the
effect of varying is limited. At high CMR, a smaller
values results in lower cost for delivering a call from DA
where a remote pointer is available. As a result, the relative
signaling cost is lower when is smaller.

Comparisons between data sets 1 and 3 and between data
sets 2 and 4 demonstrate that an increase in the signaling
cost between the DR and HLR, , results in lower relative
cost under all CMR values. Under the proposed location
registration and call delivery schemes, cost saving is achieved
by reducing the number of relatively expensive HLR accesses.
As a result, increasing the signaling cost between the DR and
the HLR increases the cost saving when the proposed scheme
is used and thus lowers the relative cost.

In the following analysis, we consider the situations when
the database access cost dominates by setting the signaling
cost parameters, , , and , to 0. We consider the four
sets of signaling cost parameters given in Table III. Since a
DR access involves a simple table lookup or update procedure,
the DR access cost, , is expected to have the lowest value.
Therefore, all cost parameters are normalized tosuch that

. The selected data sets allow us to study the effect of
varying the cost parameters and on the performance of
the location management scheme. In this analysis, we assume
the cost for GTT, , is 50% of the DR access cost such that

. The is reasonable as GTT is a simple mapping
procedure which generates the address of the HLR given the
mobile identification number, the cost for GTT is expected to
be low compared to the cost for accessing the DR.
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(a) (b)

Fig. 12. Database access cost for (a)vl = vr = 0:15 and (b) vl = vr = 0:3.

(a) (b)

Fig. 13. (a) Signaling and (b) database access costs for data sets 3 and 6 at different inter-DA movement probability,q.

TABLE III
DATABASE ACCESS COST PARAMETERS

Fig. 12(a) and (b) shows the relative database access cost for
and , respectively, as the value

of CMR varies from 0.01–10. The relative cost increases as the
CMR increases and the relative cost decreases as the fractions

and increase. These can be explained using the same
reasoning as in the case when the signaling cost dominates.
Comparisons between data sets 5 and 6 and between data sets
7 and 8 demonstrate that an increase in the HLR access cost,

, results in lower relative cost under all CMR values. As
described before, the proposed location registration and call
delivery schemes achieve cost saving by reducing the number
of relatively expensive HLR accesses. As a result, increasing
the HLR access cost increases the cost saving and thus lowers
the relative cost.

Comparisons between data sets 5 and 7 and between data
sets 6 and 8 demonstrate that an increase in the VLR access
cost, , results in higher relative cost under all CMR values.
As the number of VLR accesses is the same under both the
proposed scheme and the IS-41 standard, a higher VLR access
cost diminishes the overall cost saving. As a result, the relative
cost becomes higher as the VLR access cost increases.

Fig. 13 shows the relative signaling and database access
costs for data sets 3 and 6 (as given in Tables II and III,
respectively) for when different inter-DA
movement probabilities, , are used. These two data sets
are selected because they result in the lowest signaling and
database access costs, respectively (see Figs. 11 and 12). We
investigate the effect of varying the value ofon the relative
signaling and database access costs.

A smaller inter-DA movement probability results in a
smaller number of HLR and indirect remote pointer updates
and thus lower relative costs. It can be seen in Fig. 13 that as

decreases, both the relative signaling cost and the relative
database access cost decrease. For high CMR values, the inter-
DA movement rate is low even for largevalues and the cost
saving obtained by reducingis not significant. However, for
low CMR values, the inter-DA movement rate is relatively
high. Lowering the value of results in significant reduction
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(a) (b) (c)

Fig. 14. (a) Directory area withk = 6. (b) Overlapped directory area withk = 6 and n = 2.

in both the relative signaling and the relative database access
costs.

The performance analysis given in this section demonstrated
that the proposed location management scheme results in
significant saving in both the signaling and database access
costs for location registration and call delivery. Based on the
cost parameters considered in this analysis, the signaling and
database access cost can be reduced by as much as 70 and
50%, respectively, compared to the IS-41 standard. These cost
savings depend on the mobility and call arrival parameters of
the target MT. However, as long as the cost for accessing the
HLR is relatively high, which is usually the case, the cost
saving is significant.

V. DIRECTORY AREA OVERLAPPING

It is demonstrated in Section IV-C that the overhead of the
proposed location management scheme depends on the inter-
DA movement probability . A small value results in low
signaling and database access overhead and vice versa. One
method for lowering the probability, and thus the location
management cost, is to increase the size of each DA. However,
this increases the number of subscribers served by the DR and,
in turn, increases processing load and the memory requirement
at the DR. Here we introduce a method calleddirectory area
overlapping. Given a uniform distribution of MT’s throughout
the PCS service area, this method allows increased DA size
while keeping the average number of subscribers per DR
unchanged. Assume that RA’s are square shaped and there
are RA’s per DA in the original system where DA
overlapping is not applied. Fig. 14(a) shows an example DA
with . If DA-overlapping is used, we extend the
dimension of each DA by such that each DA contains

RA’s and the outermost layers of RA’s
overlap with that of the neighboring DAs. Fig. 14(b) shows
an example of DA-overlapping with and . It
can be seen that each DA consists of 88 RA’s. Under this
arrangement, 16 RA’s are served solely by the original DR,
32 RA’s are served by two DR’s and 16 RA’s are served by
four DR’s.

Using this method, the inter-DA movement probability,,
decreases because the size of each DA is increased. Since each
MT is served by one DR at a time, for a uniform distribution
of mobile subscribers, the average number of MT’s served
by each DR is the same as the case when directory area
overlapping is not used. In addition, an MT is located at an
inner portion of a new DA as soon as it leaves the previous DA.

(a)

(b)

Fig. 15. One-dimensional mobility model forn = 2: (a) k = 8 and (b)
k = 9.

(a)

(b)

Fig. 16. State transition diagram for (a) even and (b) odd DA dimensions.

This significantly reduces the number of inter-DA movements,
especially for MT’s located close to the DA boundaries making
frequent movements between the two DAs.

We evaluate the performance of DA overlapping assuming
that the MT’s travel according to a two-dimensional random
walk model with square shaped RA’s. Based on this assump-
tion, when an MT moves from one RA to another RA, there
is an equal probability, i.e., 1/4, that any one of the four
neighboring RA’s is selected as the destination.

To determine the inter-DA movement probability, we
first consider a one-dimensional random walk model and then
generalize the result for the two-dimensional model. For the
one-dimension model, each RA has two neighbors and the
probability that the MT will move to one of these neighbors
during its next movement is 1/2. For , Fig. 15(a) and
(b) shows the one-dimensional service areas for and

, respectively. If is even [see Fig. 15(a)], we label
the center two RA’s by 1. Otherwise, if is odd [see
Fig. 15(b)], we labeled the center RA by 0. The numbering
increases toward the edge of the DA. SinceRA’s at each
edge of the DA belongs to two DAs, they are assigned two
numbers each with respect to one of its associated DAs. We
then set up the state transition diagrams for even and odd
values as shown in Fig. 16. Here, the state is defined as the
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(a) (b)

Fig. 17. Relative (a) signaling cost and (b) database access cost fork = 8 and n = 1; 2; 3.

label of the current RA with respect to the current serving DR
of the MT. Let be the steady state probability of state
and let be the highest state of the state diagrams such that

. The balance equations of the state transition
diagrams for and are2

for and

(15)
for
for (16)

(17)

for is even
for is odd (18)

for is even
for is odd. (19)

The steady state probabilities, ( ), can
be solved numerically using the above balance equations.
The inter-DA movement probability for the one-dimensional
model, denoted by , can then be obtained as

(20)

To compute the inter-DA movement probability for the two-
dimensional model, we break down the movements into two
categories: left–right movements and up–down movements.
Given that a left–right movement is performed by the MT,
the probability that the movement results in a DA boundary
crossing can be obtained using the one-dimensional model
as . Similarly, given that an up–down movement
is performed by the MT, the probability that the movement
results in a DA boundary crossing is . Based on the
two-dimensional random walk model, half of the movements
are left–right movements and the other half up–down move-
ments. As a result, the inter-DA movement probability for the
two-dimensional model, denoted by, is

(21)

2The balance equations for the boundary cases can be set up accordingly
and are not presented here because of space limitations.

TABLE IV
INTER-DA M OVEMENT PROBABILITY , q, FOR k = 8; 15 AND n = 0; � � � ; 3

This demonstrates that the inter-DA movement probability
for the two-dimensional model is the same as that for the
one-dimensional model.

Table IV shows the value of for and while
the value of varies from 0–3. It can be seen thatdecreases
significantly when DA overlapping is used. The value of
decreases by 50% whenis increased from 0 to 1. Therefore,
a small degree of overlapping achieves a significant reduction
in the inter-DA movement probability.

Fig. 17(a) shows the signaling cost for relative
to the signaling cost when . Similarly, Fig. 17(b) shows
the database access cost for relative to the database
access cost when . The signaling and database access
costs at a given value is obtained using (13). A relative cost
value of 1 means that there is no cost advantage using DA-
overlapping. In Fig. 17, we assume and .
Data set 3 from Table II is used in Fig. 17(a) and data set 6
from Table II is used in Fig. 17(b). It can be seen in Fig. 17
that the relative signaling cost and the database access cost
can be as low as 60% and 85%, respectively, compared to the
costs when DA-overlapping is not used. The cost reduction
using DA-overlapping is due to the lowering of the inter-
DA movement probability such that the number of relatively
expensive HLR accesses is reduced. When CMR is high, the
mobility and the inter-DA movement rates are relatively low.
The cost associated with inter-DA movements do not account
for a significant fraction of the total cost, so the saving due to
DA-overlapping is limited. When CMR is low, the mobility
and the inter-DA movement rates are high and the saving
due to DA-overlapping is larger. The most significant cost
reduction resulted from incrementing by 1 occurs when
is increased from 0 to 1. This suggests that a small degree of
overlapping is sufficient to benefit from DA-overlapping.
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VI. CONCLUSIONS

In this paper, we introduced a location management scheme
based on a three-level database architecture. This new database
architecture consists of the HLR and the VLR’s in the original
IS-41 standard as well as a new type of database called
the directory register (DR). The DR’s determine the location
information distribution strategy for each of their associated
MT’s and store location information of local and selected
remote mobile terminals (MT’s). The distribution strategy for
each MT is unique and is determined based on its mobil-
ity and call arrival parameters. We introduced an algorithm
for determining the per-user location information distribution
strategy which significantly reduces the signaling and database
access costs for location management. The cost reduction is
most significant when the call-to-mobility ratio is low and the
cost for accessing the HLR is high. It is also demonstrated
that the cost for location management is smaller when the
inter-directory area (DA) movement is low. An enhancement
to the proposed location management scheme called directory
area overlapping is then introduced. This scheme lowers the
inter-DA movement probability and thus results in additional
reduction in the signaling and database access costs.

The proposed location management scheme relies on the
newly introduced directory registers to distribute the location
information of the MT’s. All additional processing, such
as the computation of the location information distribution
strategies, are handled by the DR’s. Besides, the proposed
scheme is completely distributed. The distribution strategy for
each MT can be computed independently at the local DR
using information available at the serving VLR. As a result,
no centralized control is necessary.
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