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Abstract 

A new multiple access protocol is developed for optical local area networks based on a passive star topology. The protocol 
uses wavelength division multiplexing (WDM), and combines the advantages of both random-access and scheduled-access 
sharing schemes, e.g., fixed pre-assigned TDMA and WDM, into a protocol that is highly bandwidth-efficient. No central 
control is required among users, and the amount of processing required by each station is small. Time is divided in fixed-sized 
slots. Before transmitting its data, a station must compete with others for the right to use a slot in a pre-assigned wavelength, 
using a collision-free procedure. This results in a protocol that is suitable for networks where the number of users is larger 
than the number of available channels. The scheme can operate with at least a single tunable transmitter/receiver pair in 

each station. The paper includes an analysis of the maximum throughput and delay characteristics of the presented scheme. 
Several models are also developed and compared to the results obtained from numerous simulations. 

Kcy~cords: Optical LANs; Multiaccess protocols; Wavelength division multiplexing 

1. Introduction 

It is estimated that a single optical fiber has a capacity of at least 30 Terahertz in its low-loss region ( I .2-l .6 
,um) [ 2,121. To put this into perspective, this capacity is close to the equivalent of all the telephone calls in 
the USA today at the peak busy hour of the year [ 121. At the present time, however, only a fraction of this 
huge capacity can be used in practice. This is usually achieved by dividing the total bandwidth into a number 
of channels, a technique known as wavelength division multiplexing (WDM). Computer communications have 
benefited greatly from the introduction of optical fiber as the transmission medium. Very high transmission 
speeds can now be achieved, limited mainly by bottlenecks in processing and in opto-electronic interfaces. As 
in any communication system that uses a shared transmission medium, computer networks that use optical fiber 
require an arbitration protocol for an ordered access to the transmission media. Usually, the main objectives of 
such communication protocols are to maximize the throughput and to minimize the delay. The characteristics 
of these protocols are heavily influenced by the span of the network they are designed for. In the past 
few years, several of these protocols have been proposed for optical Local Area Networks (LANs) [ I .3- 
6,1 3,15,17.18,24,26]. The designer of this type of protocols has a number of variables to consider. Some of the 
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most important factors, and their effects on the overall design and performance of the protocol are detailed in 
what follows: 

Medium sharing scheme. Broadly speaking, at one side of the spectrum we find reservation access schemes 
[ 13,171, while at the other end we find fixed pre-allocated assigned schemes [ 3,151. In a reservation scheme, 
a node that is preparing a data transfer has to reserve a resource (typically, a slot in a data channel) before 
the actual packet transmission can take place. The reservations are usually placed in a single special channel 
(the control channel). Access to the control channel can be in an ordered (pre-allocated or static) or random 
fashion. Random access schemes [ 13,181 are generally the simplest to implement, but limit the throughput, 
delay characteristics, and bandwidth efficiency of the entire network due to collisions in the control channel. 
Moreover. collisions can also occur in the data channels in those schemes where the data transmission channel 
is determined at random. Reservation schemes are commonly used in networks where the number of nodes 
exceeds the number of data channels. In a pre-allocation scheme [ 7,121, a resource such as a channel, a slot, 
or a transmission time is held for a user or a group of users. Bandwidth efficiency tends to decrease as the 
traffic distribution becomes less homogeneous. Pre-allocation protocols are in general the best choice when the 
number of available channels is equal to or exceeds the number of nodes in the network. 

Number and type of transmitterslreceivers. At the present time and due to the costs involved, it is in general 
not feasible for a station in a network to have a number of transmitter/receiver pairs equal to the number of 
wavelength channels that the station has access to. There are fixed transmitters (PT) and fixed receivers (FR) 
which can only access a single channel, and tunable transmitters (TT) and tunable receivers (TR) which can 
access several channels at different times [ 21. The number and density of wavelength channels may limit the 
use of ‘ITS and TRs since these devices have tuning range limits. Also, when designing high speed protocols, it 
is important to consider that the tuning of a ‘IT or TR to a particular wavelength may involve a non-negligible 
time. Tuning times depend not only on the distance between accessed channels, but mainly on the channel 
density. Obviously, all protocols require a minimum of one transmitter/receiver pair, but some require more. 

Number of control and data channels. It is suggested in [ 21 that it may be possible to have a combined total 
of 1000 high speed data and control channels in a WDM-based network. However, such a large number of 
channels is not always desirable because of the limitations in the transmitters and receivers explained above and 
because more channels imply more losses for transmission. While some protocols require one control channel, 
others require an amount that is equal to the total number of stations in the network. Most protocols can be 
modified to have a different proportion of control to data channels, trading amount of processing for bandwidth 
efficiency. 

In addition to the above variables, every protocol design should try to achieve fairness, minimize delay and 
processing, and maximize throughput. Other characteristics, such as scalability, and the ability to easily add and 
remove stations from the network are highly desirable. Also, central control schemes should be avoided. But 
obviously, and like in any good engineering problem, it is not possible to have everything in a given design and 
compromises need to be made. In the proposed protocol, stations reserve bandwidth dynamically. A minimum 
of one tunable transmitter/receiver pair is required per station. The scheme requires at least one control channel, 
and depending on the number of available data channels, it can support hundreds and up to a few thousand 
users. The number of users is generally much larger than the number of available channels. 

In contrast to our protocol, in several other schemes the maximum number of users is limited by the number 
of available channels. In order to support a network of M stations, protocols like [ 3-6,151 require more than 
M wavelengths (2M for [ 151, M + 1 for [ 3-6]), imposing a serious restriction on the maximum number of 
users in the network, typically limiting this number to no more than a hundred stations. Any of these protocols 
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can reduce the number of required wavelengths by using a hybrid TDM scheme, but this adds complexity and 
augments the amount of processing required in each node. Protocols like [ 13,17,18,24] present a throughput 
curve that diminishes after a certain offered load is exceeded, due to collisions in the data channels. Since in 
our scheme collisions in the data channels do not occur, the throughput is basically a monotonically increasing 
function of the input load, i.e., the protocol can reach a throughput equal to unity if every station in the network 
is tit with a number of tunable receivers that equals the number of available data channels. 

The hardware architecture of the network assumed for our protocol is based on a central passive star coupler. 
This is the most frequently used architecture for optical LANs [ 1,3-6,13,1.5,17.18,24,26]. This can be attributed 
to attractive features such as simple passive broadcasting, single-stage control, data rate independence [ 14,16], 
flexibility, reliability, and optical power budget advantage over other schemes ( IO]. Note that our protocol can 
also be realized on a bus topology. 

The remaining of this paper is organized as follows. In Section 2. we present the new protocol. In Section 3. 
we analyze the maximum achievable throughput of the protocol in terms of the number of stations, number of 
data channels, and number of receivers per station, assuming a Bernoulli process for the arrival of new packets 
to every station. Additionally, we provide analytical results for performance measures that are a function of the 
input and offered loads. In Section 4, we present numerical results of several simulations of the new protocol 
and compare them with analytical results. A summary and our concluding remarks are given in Section 5. 

2. The protocol 

Our protocol has its roots in the protocol described in [ 171. Contrary to the protocol in [ 171, in our protocol 
collisions in the data channels cannot occur, resulting in a protocol with a bandwidth utilization and throughput 
that basically do not decrease as the number of stations attempting transmission increases (when the load 
is uniformly distributed). We assume that all stations in the network are synchronized by using a common 
clock, and that guard times between transmissions from different stations are essentially non-existent. Note 
that our protocol works but obviously at less than optimal performance without the latter assumption. The 
synchronization problem has been studied in [ 20,231. We do not require a master station in our protocol, i.e., 
the medium access scheme is distributed. 

2.1. Basic protocol 

We make the following assumptions: 
l There are N + 1 channels (he, At. . . ..AN) in the fiber (typically, the total number of channels is between 

10 and 100). 
l There is a single control channel Ao. 
l There are a total of M stations numbered ml, m2, . . . . 171~ in the network. 
l The number of stations M is a multiple of the number of data channels N so that Nq = M, where q is an 

integer. 
l Each station has at least a tunable transmitter/receiver pair. 
l Transmitter and receiver tuning times, propagation delays, and control packet processing times are negli- 

gible. 
The control channel is divided into equally-sized slots. Each slot consists of two parts, the reservation part 

and the tuning part, as shown in Fig. 1. The reservation part is divided into N minislots, and each of these 
minislots is divided into q microslots. This corresponds to dividing all stations into N groups, where each group 
consists of up to q stations. Therefore, there is a single and unique microslot for each possible station in the 
network, and each station belongs to a single group. 
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f One Control Slot c 

- Reservation Part - * Tuning Part - 

N reservation groups N tuning minislots 

qN total microslots 

112131 . . . IN 112131 . . . IN \ L 1 2 3 . . . 

Fig. I Structure of’s control slot. 

The tuning part of the control channel is also divided into N minislots. For each of the N groups of stations 
there is a corresponding minislot in the tuning part, e.g. , group i uses tuning minislot i, for i = 1,2,3,. . , N. In 
each of the N groups, and in every control slot, up to 9 stations compete for the opportunity to use the tuning 
minislot assigned to their group. The tuning minislot is required because it is in this minislot where a station 
specifies its intended receiver. Apart from the intended receiver’s address, the tuning minislot could also contain 
other information, such as the sender’s address, or type of traffic. However, if the amount of information in 
the control slot is to be minimized, the sender’s address can be included in the corresponding data packet. The 
sender’s address can also be determined implicitly. At the expense of extra processing, each station can track 
the winner of each group and then wait for a winner to write that receiver’s address in the tuning minislot. 

Each microslot in the reservation part is one bit wide. Whenever a station needs to send data to another 
station, it first raises a flag in its assigned microslot, as shown in Fig. 2. The purpose of the flag is to tell the 
other stations in the same group that a given station needs to use the minislot in the tuning part assigned to the 
group. Since up to (9 - 1) other stations may also be trying to use the tuning minislot at the same time, i.e., 
in the same control slot, we use the following contention scheme. 

Associated with each of the N groups, there is a pointer called the “group pointer” that uniquely determines 
the station that can use the tuning minislot in the present control slot. At any given time, the group pointer 
indicates the number of the station that has the right to use the tuning minislot, provided that the station raised 
the flag in this control slot. If the station in question did not raise the flag, then another candidate is sought by 
“rotating” a copy of the group pointer until a raised flag is found. Accordingly, in Fig. 2, stations 1113, 1~5, and 
trio in groups 1, 2, and 4 respectively, will use their tuning microslot in this control slot. Note that since no 
station raised its flag in group 3, tuning minislot 3 will be unused during this control slot. 

To prevent a condition where only the first of two stations with contiguous microslots gets a better opportunity 
to send a large number of data packets just because it is closer to the group pointer, each station that has been 
selected to use the tuning minislot has to count the number of stations Cf, in its group that raised their flag 
during the current control slot. Then, the station using the tuning minislot can raise its flag again only after at 
least Cc, control slots have passed. This mechanism improves the fairness in the selection of the next user of 
a tuning minislot within a given group. 

Each of the stations in a network can implement the group pointer as an “ON” bit in a “pointer” register that 
has a size equal to 9. The bit in the pointer register is logically right-shifted with each control slot, so that when 
the “ON” bit reaches the rightmost position in the register. the next control slot results in the leftmost bit of 



I.F. Akyildi:. i3.A. Levinel Comprtrer Netmwks ond ISDN Systems 28 (1996) 371-390 375 

Station no. 

Position of 
reservation 

pointer 

Reservation Part Tuning Part 

used used used 
by by 

FI IF /FlF 
unused by 

I I FI I m3 m5 ml0 

ml m2 m3 m4 m5 m6 m7 m8 m9 ml0 ml1 ml2 

F - Flag that indicates intention to use the tuning minislot. 
(N=4,q=3,M=4*3=12) 

Fig. 2. An example of stations trying to seize a tuning minislot. 

the register being turned “ON”, while all others are “OFF”. Each station is continually monitoring the control 
channel. If it has raised its reservation flag, it has to save in a “flag status” register (also of width 4) the flags 
that other stations may have raised. Each station then ANDs the contents of the pointer and flag status registers. 
If a non-zero result is obtained, then the station that has a number equal to the position of the pointer will use 
the tuning minislot of the present control slot. Otherwise, a copy of the bit in the pointer register is shifted 
and the AND operation is performed in search of another station with the right to use the tuning minislot. This 
process may be repeated for up to (9 - 1) times. Obviously, this scheme only works if all stations in a given 
group have a consistent value of the pointer at all times. Also, and if not equal, the offsets of the pointers of 
other groups, in relation to the local pointer, must be known by all stations if dynamic addition and deletion of 
stations is to be available (explained below). 

For the basic protocol described here, the winning station of each group needs only to fill its tuning minislot 
with the address of the intended receiver. The wavelength to use for the transmission is implied by the tuning 
minislot number. For example, stations using tuning minislot 1 would send their data on wavelength A,. The 
length of the data slots is equal to the length of the control slots. The transmission of the data slots needs 
to occur at the end of the control slot. Since two or more stations may be sending data to a given station 
during the same slot, a scheme is required to resolve conflicts that could arise if the designated station has a 
number of receivers that is smaller than the number of expected data packets. In the simplest approach, the 
addressed station picks one of the sending stations at random; conversely, and following the ideas described 
above for the group pointers, all stations could implement a second pointer (that would be synchronized among 
all stations) for this purpose. Regardless of the approach, the checking of correct delivery of a data packet 
should be implemented in each station by higher layer functions. In other words, it should not be assumed 
that a successful reception by the intended receiver occurred just because access of a tuning slot was achieved 
followed by the transmission of a corresponding data packet. 

As in [ 171, broadcast and multicast can easily be supported in this protocol. For either of these services, 
once a station has gained access to a tuning minislot, it sends a special symbol consisting of a pre-defined 
bit-pattern that other stations interpret as either a broadcast or multicast code. This code substitutes the usual 
destination address of a receiver and has higher priority than regular destination addresses. Obviously, in a 
broadcast situation, all data packets sent by other stations may be lost (this depends on the number of receivers 
available in each of the addressed stations). In addition to a broadcast situation, and discarding hardware failure 
and noise, there are other conditions where a data packet could be lost. For example, a station with only a 
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single tunable receiver will miss a packet if its address was transmitted in a tuning minislot in the control 
channel while it was receiving data in another channel. 

For a total of M possible stations, N data channels, and Y special symbols, the minimum size of the control 
slot (and therefore the minimum size of a data slot) is given by M + N [log, ( M + Y) 1. For example, a network 
with 20 data channels, a maximum of 240 stations, broadcast capabilities, and up to 1.5 other special symbols, 
would require a control slot of only 400 bits wide. Such configuration would be able to support traffic composed 
of unsegmented ATM cells. 

3. Performance evaluation 

In this section, we study several aspects that describe the behavior of the network under a variety of conditions. 
We begin by investigating the effects that the number of channels, total number of stations, and receivers per 
station have on the maximum achievable network throughput. We also study the behavior of the throughput 
of the network as a function of the rate of arrival of new packets and the total number of packets presented 
to the network. Finally, we propose a mode1 for the delay characteristics of a network under different loading 
conditions. 

Modeling Assumptions: 

l Packets are generated in each station as independent Bernoulli processes, and are uniformly destined to 
any station. The probability of a new packet arriving to any station at the end of a slot is equal to (T. the 
ratio of the input load I to the number of stations M. 

l Each station has an FT/FR pair for the control channel. For the data channels, each station has a single 
FT for its assigned data channel, and one or more TRs. Moreover, the number of tunable receivers per 
station is the same and is denoted by R. 

l Each station has a large buffer size for data packets, i.e, packets cannot be lost due to buffer overflow. 

Here, the input load of the network I is considered to be the average rate of data packets generated by all 
stations in the network. The offered load to the network G is equal to the average rate of data packets being 
carried by the network. 

The fact that each station has independent receivers for the control and data channels allows a station to 
receive a data packet and to watch the control channel at the same time, reducing the possibility of a lost 
packet. Also, a station transmitting a data packet can simultaneously place a request for a tuning minislot in 
the control channel. 

3.1. Maximum uchievable throughput of the network 

As explained in Section 2.1, if two or more stations send a packet during the same data slot to a station 
that has a single tunable receiver, all but one of the data packets sent to that station will be lost. Obviously, 
increasing the number of tunable receivers reduces the number of packets that are lost (assuming that the 
station has the hardware to process messages that arrive at the same time), resulting also in a higher network 
throughput. Here, the network throughput is considered to be the total rate of data being transmitted between 
all stations and normalized by the total network capacity. Note that the network throughput does not involve 
the bandwidth that is waisted in using a channel for control purposes. 

We want to determine the value of the maximum achievable throughput S ~nr of any network configuration, 
as a function of the total number of stations M, N data channels, and R receivers per station. We assume that 
the network operates under heavy load, i.e., in every slot, all N data channels are being used. 

Let U be a set that contains all permutations that can be formed with the destination addresses of the N 
data packets being sent during any slot. We can generalize and consider that lJ is composed of disjoint subsets 
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of the form E~,=cr,~2=t,~,=c,. . . The elements of these subsets are permutations that have certain characteristics. 
Now, consider that every possible permutation of the stations’ addresses appearing in the N data channels can 
be divided into disjoint groups, where the contents of each group is a repeated address. Obviously, there can 
be at least one group with N elements (if there is only a single address repeated N times), and up to N 
groups with 1 element each (if all of the N addresses are different). For a given permutation, the number of 
disjoint groups that can be formed with the N addresses determine the subset that the permutation belongs 
to. The expression iii for i = I, 2,. denotes the number of groups in a permutation that have i and only 
i repeated addresses. Obviously, the sum of the k; values for i = 1,2,. . must always satisfy I:, iki = N. 

As an example, if in a network with N = 11 data channels and during a particular slot, packets arc sent to 
addresses 3,2,20,4,4.2,4,1,19,3,12 using channels 1,2,3,. . . , I I, respectively, then the permutation formed 
with these addresses has four groups with one element (addresses I, 12, 19. and 20 are not repeated), two 
groups with two elements (addresses 2 and 3 are repeated twice), and one group with three elements (address 
4 is repeated three times). Thcreforc, this permutation is an element of subset E~,=J.~~=~,~~=~. 

Clearly, if during a slot a particular destination is targeted by i data packets, then the number of packets 
that can be received by this destination is a function of the number of tunable receivers R in the station. In 
fact, the number of data packets with a common address that can be received is either i or R, whichever is 
smaller. We can apply this partial result to the analysis of any permutation of N addresses to determine the 
S,Q,A~ of the network. To do this, we divide a given permutation of N addresses into disjoint groups that contain 
identical addresses, and determine the number of data packets that can be received for each group, which is the 
number of elements in the group or the number of tunable receivers per station, whichever is smaller. Then, 
we add the number of receivable data packets for every group, and denote this as the number of maximum 
receptions for all these groups. Clearly, this permutation of N addresses is only an element of a subset of the 
form Efi,=,,,~~=,,,h=~,,,,,, and every other element in this subset must have the same value of maximum receptions. 

Moreover, for a subset EA,=~,.~~=I~,~~ =,.,..., we can find the total number of maximum receptions of all the 
elements in this subset simply by finding the number of maximum receptions of any element in this group and 
multiplying this quantity by the number of elements in the subset. 

We determine the maximum achievable throughput of the network S MAT( N, M, R) by finding the sum of all 
maximum receptions of all disjoint subsets of U of the form E. = I, a.kJ=h,~,=c ,.,,, and dividing this number by /(/I. N. 
where lUJ is the cardinality of U (total number of elements), and /U/ N is the total number of maximum 
receptions of all possible permutations of N addresses assuming that every station has N tunable receivers. 

Therefore, in order to compute the maximum achievable throughput of the network, WC need to find the 
number of disjoint subsets of U of the form E~,=N,k:=h,h=~.,,,, that can be formed, as well as the number of 
elements in each of these subsets. Clearly, a station that has gained access rights to a data packet cannot send a 
packet to itself. However, this consideration does not yield simple analytical expressions for the determination 
of the number of elements in each of the subsets that compose U. Fortunately, simple and accurate expressions 
can be obtained if WC remove the above restriction and consider that any station of the network can send a 
packet to any other station, including itself. Obviously, with this consideration, the total number of elements in 
U and in cvcry of its subsets increases, but the end result, the maximum throughput of the network, is very 
close to the value obtained if we consider that no station can transmit data packets to itself. No formal proof is 
provided here, but the maximum throughput obtained in this way appears to be a lower bound that approaches 
the true value as the number of stations in the network tends to infinity. 

With this consideration in mind, we proceed to find the number of elements in any subset E~i=~,r.~~=h,~~=~, 
as follows. First, we determine the total number of disjoint groups N,,, that can be formed within any element 
that belongs to a subset E~;=o,~,=/,,~,=~ ,,. This is simply 

N~S(EX,=‘,.~~=I,.I;=I, ,.,, 1 = c k, (1) 



where II is chosen so that c1, ik; = N. We are interested in finding the total number of permutations of N 
addresses (where an address can be any number between 1 and M) so that Eq. ( 1) is satisfied. The number 
of possible ordered arrangements (permutations) of NCjs( Ek, =n.~~=~,.~;=C.,...) different elements given that each 
element in the permutation may take a value between 1 and M is simply (i.e., sampling without replacement): 

P ( M. N,,,( Ex,=c,.~~=/>.~w, ) 1 = M!/( hi’ - N,/,,( E~,=,,.~+.~w. 1) ! (2) 

Since we can also interleave addresses from different groups, we need to multiply this number by other 
factors. The first factor is found by taking any disjoint group that has two or more elements (groups that have 
a single clement are excluded here) and by finding the number of distinguishable permutations of the clcmcnts 
of the chosen group among the total of N addresses. That is, if this group contains rl identical addresses, WC 
find 

C(N,rl) = (3) 

The next factor is found in a similar way, but now from a total of ( N - ~1) addresses. As expected, and if the 
second group had t-2 identical addresses. the third factor is the number of distinguishable permutations of the 
elements of the third group among (N - t-1 - rz) addresses. The process is repeated for all remaining groups 
that have more than one element. Finally, to complete the expression we arc seeking, we need the following 
consideration. If them are kz = 11, k3 = C, k4 = d.. . groups that contain 2.3.4,. . . elements respectively. any 
distinguishable permutation of EL,=(,,~~~~,~?=(.,,,, would be repeated kr!ki!kd! times if we just used the factors 
developed so far above. Therefore, WC need to divide the partial result by kr!ki!k4! to get the correct answer. 
Some manipulation of the expressions defined above yields a simplified equation for the number of elements 
in any subset E~,=,,.J~=~,.J,=, .,.,,: 

where 
I, 

c iki = N 
i= I 

If there is a single k; group with i identical addresses, and all other groups have only a single address. Eq. 
(4) reduces to 

N 
pi,4 i.L,=l 1 = 0 M! 

(M- N+i- I)!’ 
2<i<N. - 

i 
(5) 

The number of permutations that have N different addresses is equal to the permutation of M addrcsscs 
within N positions (where M 2 N). That is. 

P(A4.N) = 
M! 

(M-- iv)!’ 
(6) 

To determine the expressions for the total number of disjoint subsets of U (subsets of the form EAi=,,,Ll=i,.n;=, ) 
as a function of N, we construct a table with the number of channels N and the corresponding number of 
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subsets of U. We divide the table in two sections, one with even values of N, the other with the odd values. 
We find the first and second differences of the number of subsets in each row of N, and note that the second 
differences yield a constant value equal to 2. Denoting the number of disjoint subsets of (.i by q;( N). we 
simply need to solve the difference equation A2K,( N) = 2. Then 

(7) 

With these expressions, WC are now capable of determinin, 0 the total number of maximum receptions of all 
elements in U. For an element of a subset E~,=,,,~,=,,,~;=,., ., the number of maximum receptions MR is given by 

MR = 1 k, p, 

where 

i. 
if R > i. 

p, = 
R. otherwise 

Finally, the total number of maximum receptions TMR for all elements in U is given by 

TMR = c ( /~,!,‘&‘hkl’~ . . . . . I ii: Pi . k/l. (8) 
di\ioint ahe& of 0 ;=I 7 3 .L.. 

Figure 3 shows the maximum achievable throughput for a network with N = 30 channels computed for 
different numbers of stations, and for a number of tunable receivers per station between one and four. From 
Fig. 3, it is clear that increasing the total number of stations has a favorable effect on the achievable maximum 
throughput of the network, since the overall probability of directing multiple data packets to a single station 
during the same control slot diminishes. Also in Fig. 3, increasing the number of tunable receivers to 2 
guarantees a maximum achievable throughput of at least 0.9, even for only a total of thirty stations in the 
network. Similar conclusions can be drawn for networks with a different number of channels. Two tunable 
receivers per station result in maximum throughputs that are near or above 0.9. Also, for a constant overall 
input load. increasing the number of stations improves the maximum achievable throughput. 

3.2. Throughput and load characteristics 

Input land ~wsus throughput. Since no collisions can occur in the data channels, the network throughput 
usually does not decrease as the input or offered loads increase. In fact, as long as the normalized input load 
I/N does not exceed the maximum achievable throughput of the network S,+,r~r. the throughput is almost directly 
proportional to the normalized input load. When the normalized input load is smaller than 5~~~. all packets 
being sent are eventually successful in bein g received by their destinations. When the normalized input load 
reaches the value of Shl,+r, the network becomes saturated, and the throughput curve reaches a maximum. For 
subsequent increases of the input load, the throughput characteristic becomes constant at a value equal to SnIJtr. 
Thus, the network throughput can be given by 

s= 
l/N, if 1 2 N SMAT. 

(91 
S,blAl . otherwise. 
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Fig. 3. Maximum achievable throughput of the network with N = 30. 

Input loads that result in throughputs near or equal to S MAT can only be sustained for a short time without 
packet losses. This is because at these values the rate of data packet generation is close to or exceeds the 
maximum rate of data packet reception. This, in turn, results in the accumulation of incoming packets at the 
stations’ buffers, resulting also in the dropping of packets when the buffers become full. Needless to say, the 
normalized input load should never exceed the maximum achievable throughput if a stable operation of the 
network is to be achieved. 

Ofered load versus channel eficiency. The channel efficiency of the network v ,lp ,,,‘,, ,.k is the ratio of the 
number of data channels that carry packets that are received successfully to the total number of data channels 
that are carrying data. If during extremely low load conditions, only one of the N channels in the network is 
carrying a data packet, then the network is assured to be operating with a channel efficiency equal to unity since 
every transmitted packet will be received by the targeted station. As the offered load increases, two or more 
channels are likely to be carrying data packets during any slot. If the stations have at most one tunable receiver, 
the channel utilization of the network will become less than unity since now it is possible for a station to be 
targeted by two or more data packets during a given slot. The worst-case scenario for the channel utilization 
occurs when the offered load is maximum, that is, ICI = lNI. At this point, the channel efficiency is equal to 
the maximum achievable throughput of the network. From these observations, we can conclude that the channel 
efficiency of the network: ( I ) is a function of the offered load, (2) it starts with a value of unity for light 
loads, and (3) it decreases until it reaches a value equal to SM,U for the peak offered load. We approximate 
this relation with a straight line, yielding the following expression that relates 17~~ and SM,~T: 



Input load versus ofleered load. Since in most networks not all stations have a number of rcceivcrs equal to 
the number of available data channels, eventually some data packets will not be delivered successfully during 
a given slot, i.e., those that could not be received by a station that is receiving data packets in other channels. 
resulting in different values for the input and offered loads. As a consequcncc of this, for values of the input 
load smaller than the total capacity of the network, the offered load is always grcatcr than or equal to the input 
load, with equality occurrin g when every station has a receiver for every channel in the network. assuming that 
no data packet can bc lost due to hardware failure or noise. Durin g every slot, the number of packets that arc 
sent successfully is proportional to the channel cfficicncy value for that offered load. The packets that wcrc 
not delivered successfully will bc retransmitted at a future time, followin g the arbitration scheme dcscribcd 
earlier. During any slot, additional packets will be gcneratcd at the stations (with constant rate I). With thcsc 
observations in mind, WC proceed to approximate this situation with the following diffcrcnce equation: 

G it/ =l t Ck( 1 ~ 77NW(G~)) (II) 

where k denotes the diffcrcnce interval, CA denotes the value of the offered load on the k slot, and j is the 
average number of slots required for a retransmission ( I < j 5 y). Substituting Eq. ( IO) in Eq. ( I I ). and 
after some simplifications. we obtain 

( 12) 

We arc only interested in finding the steady state solution of the equation, that is, the value of G,! i ,~~.,~ . 
Since only G depends on the value of the step, we can take the limit of Eq. ( 12) as X M /C + j + CC, and 
solve the resulting equation as a simple second-order equation. Note that the value of Go is irrclcvant, and Eq. 
( 12) always converges to the same value. Note also that the solution of Eq. ( 12) can yield values of CL + ,-‘x 
greater than the maximum capacity of the network N for sufficiently large values of 1. Thcrcfore, WC must 
restrict the value ot Cl, ;--m to the maximum network capacity. Excluding the root that yields values greater 
than the channel capacity, the resulting final expression is 

1~ JFq+) 
- 

G = lim Gk = 2(+K) ’ 
if 

I-JrYp+q 

1 -n\a 2(,-l 
< N, -. 

It;-% 
(I.?) 

I 1, otherwise. 

Offered load versus throughput. Since for a range of values of the input load I network throughput and 
normalized input load are in general the same, and since offcrcd and input loads arc also rclativcly similar, it 
is not surprising to find that the normalized offcrcd load and the network throughput arc alike for the values 
that C can take. Using Eqs. (9), ( 12) and ( l3), we get 

s(c) = G (1 ~ G (‘-?~“)> 
N 

( 14) 

Equation ( 14) is composed of a linear and a quadratic term. Thcsc terms rcflcct the fact that for small values 
of G, normalized offered load and throughput are almost equal, but then, as the offer-cd load approaches the 
network limit, G/N 1 1 and S + SMA7.. 

3.3. Delay churacteristics 

As explained in Section 2.1, a station must follow the proposed protocol before it can send a data packet 
to any other station. A station can generate a data packet during any slot with probability rr = I/M. For cvcry 
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Fig. 4. The bulk arrival state-tmnsitiOn-r;lt~ diagram. ’ 

data channel in the network, there are up to y stations that may compete during any slot for the right to use 
the data channel assigned to the group. Obviously. any station that was not granted transmission rights during a 
given slot must wait for one or more additional slots for the opportunity to use the data channel assigned to its 
group. Moreover. additional packets may arrive to a station that is awaitin g transmission. Clearly, this situation 
constitutes a queucing system with a round-robin queuein g discipline. Since it is assumed that all groups of 
stations have the same number of stations y, with the same input load I/N per group, all groups in the network 
behave identically. 

For modeling purposes, we approximate the queuein g system that is formed in every group of stations with 
a Markovian system with bulk arrivals. Figure 4 presents the bulk arrival state-transition-rate diagram for this 
model, showing the transitions for a state Eg. In this model, each state represents the total number of packets 
(in all stations within the group) waiting to be transmitted. Since each station within a group can generate up 
to 1 data packet per slot, we set the maximum number of bulk arrivals equal to 9. Clearly, the number of new 
arrivals to the group in each slot follows a binomial distribution, so WC calculate the transition probability from 
state Ec to state El,, (i > 0) as - 

(15) 

For a given network configuration and a given input load, the parameters CT and 9 are tixed, so we cxprcss 
A(cr, y, i) simply as A(i). The transition from a given state to a lower state can only be to the nearest neighbor; 
this is because at most 1 packet from a station in the group can successfully be transmitted during any slot. 
Note that not all attempts for transmission become successful, so clearly the departure rate y is not equal to 
I. It is clear that the departure rate is equal to the channel efficiency of the network, and thus depends on the 
value of the offered load. That is 

(16) 

If we dctine ,VL to be the equilibrium probability for havin g a total of k data packets within a given group. 
the equilibrium equations that describe the bulk arrival model are 



(IX) 

where Eq. ( 17) is the single boundary equation for the state Eo. 
Conventional methods such as the :-transform do not give a close form solution for the above equations. 

Nevertheless, the values of pI ,/Q,, 113, . . can be approximated by solving the equations numerically, considering 
a large number of possible states. For the solution to converge, the input load has to bc kept below the maximum 
load that the network can handle, i.e., I < M.S MAT. Obviously, when the solution convcrgcs, as k ~- X, /JL - 0. 
Once the values for pI , I+, pi, . . . arc found, it is simple to find the average number of customers in the system: 

k 

N = c kpa. (20) 
h=I 

The average time spent in the system, i.e., the average delay incurred by each packet bcforc transmission, 
can be calculated using the well-known Little’s Law: 

(21) 

where h = 4~7 is the average arrival rate of customers to the queue. 
Using the expressions obtained above, it will be shown in the next section that values for the normalized 

input load less than two thirds of S MAT typically result in packet delay values of 2 slots or less. 

4. Numerical results 

Here, we present numerous results obtained from simulations and from the application of the models dcvel- 
oped in the previous section. The results arc presented in a sequence of plots that show existing relationships 
between the input load, offered load, network throughput, channel efficiency. and packet delay, and compare 
the curves obtained through simulation and through the applications of the dcvclopcd models. WC simulated a 
network with 30 data channels (N = 30). a varying number of stations per group y, and different conditions 
for the input load I. In addition, each station had an FT/FR pair for the control channel. an FR for its assigned 
data channel, and a single TT for transmission to any data channel. Most plots show the results for networks 
with y = 2, 5, and 20 stations per group. While results obtained with a fixed number of channels in the network 
may appear to be too specific, this is not necessarily the cast. WC ran simulations with a different number ot 
channels and verified that the results are proportionally similar to each other. 

For the simulation program, we considered that any transmitting station could dctcrminc by the end of‘ a 
control slot if the data packet about to be sent could be received by the intended destination. Also, if the 
intended receiver was going to be busy listening to another channel, the transmittin, , (7 station could contend for 
its corresponding tuning minislot during the next control slot. 
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Figure 5 presents the throughput versus input load characteristics for different network configurations with 
a total of M = 60, 150,600 stations. From Fig. 5, it is evident that for small input loads the throughput is 
equal to the normalized input load, i.e., the packet generation rate is equal to the rate that packets are delivered 
successfully. When the normalized input load is greater than the S MAT for the network configuration, the 
throughput remains at this value, the maximum network capacity is reached, and packets start to accumulate 
in the stations at a higher rate than the rate at which they can be delivered successfully. ‘Ihe analytical model 
that describes this relation yields a very accurate approximation, especially as the number of stations in the 
network increases. This is because the analytical model is based on the S MAT for the network configuration, and 
as explained in Section 3.1, the calculated S ~~~ is an upper bound of the real maximum achievable throughput 
that tends to the real value as the number of stations tends to infinity. From Fig. 5, it can be observed that a 
network with M = 600 stations can reach a throughput that is very close to unity. 

The throughput versus offered load curves are presented in Fig. 6. It is obvious that, in contrast to ALOHA 
and CSMA-based protocols [ 13,17,18], the throughput of our protocol does not decrease as the offered load 
increases. Similar to the throughput vs. input load characteristic, increasing the number of stations in the 
network while maintaining the offered load has a positive effect on network throughput. It is worth to point 
out that in a network with N TRs per station, and regardless of the total number of stations M in the network, 
the values for throughput, normalized input, and normalized offered loads are identical for 0 5 I < N, and the 
network is able to achieve a throughput equal to unity. 

For a given input load, a network with a large number of stations has more successful transmissions than a 
network with a smaller number of stations, requiring on the average less retransmissions per packet and thus 
resulting in smaller values for the offered load as shown in Fig. 7. For a network with M = 600 stations, the 
number of packets that need to be retransmitted are minimum, and the offered load versus input load curve is 
practically a straight line with slope equal to unity. 

Figure 8 shows the channel efficiency versus offered load characteristic for the network. As explained in 
Section 3.2, for small values of offered load, ~7 NW is equal or close to unity, and decreases gradually until it 
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reaches the SM~,,. value as the offered load reaches its maximum value N packets/slot. Recall that the model 
devclopcd for this characteristic assumes that channel efficiency and offered load are related according to a 
straight line cyuation. From Fi g. 7, it is obvious that this is a valid assumption. 

Delay versus input load is plotted in Fi g. 9. It is interesting to observe that values of the normalized input 
load less than two thirds of the maximum achievable throughput result in packet delays of two slots or less! 
Obviously, higher values of the input load place the corresponding delay values in the steep portions of the curve. 
All delay versus throughput curves show an asymptotic behavior, with the asymptote located at 1 = N SMAT. 
The asymptote and the curves shift to the right as more rcccivers per station are added. When every station in 
the network has N tunable rcccivcrs, the asymptote is located at I = N. In this case, every station is guaranteed 
a minimum bandwidth of l/c/ of a channel, and a maximum delay of q slots before it can use a data channel. 

Since throughput and normalized input load are equal for a range of values of the latter parameter, it is not 
surprising to tind that the curves displayed in Fig. IO for throughput versus delay arc proportionally identical 
to those displayed in Fig. 9. In this USC, the location of the asymptotes is simply S = SMA~. 

The number of stations in the network appears not to have an effect on the packet delay versus offered 
load characteristic. This was concluded after plotting this characteristic usin, u several values for the number of 
stations in a group (1, and by observing that the obtained curves were practically identical. Accordingly, Fig. I I 
prcscnts the general packet delay versus offered load characteristic for a network with N = 30. 

5. Summary and conclusions 

In this paper we developed a new collision-free media access protocol for optical networks where the number 
of users can surpass the number of available data channels. The proposed protocol is totally distributed and 
allows small data slots. The usage of network bandwidth is distributed among stations within a group in a 
round-robin-like fashion. Every station in the network is guaranteed a transmission opportunity in at most every 
q slots. The proposed protocol requires moderate processing, and stations only need to monitor certain sections 
of a control slot. We showed that the common assumption that “the number of packets lost due to simultaneous 
transmission to a single station is negligible” is not always valid, and can have a significant effect on the 
throughput of those networks with a small number of stations. In a real network with specialized servers, it is 
evident that to achieve high throughput, the servers will be required to have multiple receivers. Moreover, with 
enough receivers. a network using the proposed protocol can achieve a throughput equal to unity (in the data 
channels). This is in sharp contrast to other protocols that actually have their throughput reduced as the offered 
load is increased. The protocol presented here is fair to every station within a group in that on the average, 
every station among competin g nodes gets the same opportunity for access to the network. 

In this work. WC considered that propagation delays were negligible. Fortunately, the protocol can easily 
be extended to consider non-negligible propagation delays. In this case, stations may send numerous requests 
using different control slots before they can verify if their first request was successful. This occurs when the 
corresponding control packet returns after a round-trip propagation delay through the network. Preliminary work 
shows that most performance parameters (with the exception of packet delay times) are basically unaffected 
by propagation delays. The average packet delay is increased by at least two times the round-trip propagation 
delay time (one for the reservation, the other for the data transmission). We pursue this in detail in a future 
paper. 
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