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Abstract. The basic architecture of a personal communication network consists of a wireline network and mobile terminals.

Each mobile terminal communicates with the wireline network through a nearby base station. In order to route incoming calls

to a destination mobile terminal, the network must keep track of the location of each mobile terminal from time to time. This is

achieved by location update such that each mobile terminal reports its current location to the network at specific time points.

When an incoming call arrives, the network will page the mobile terminal starting from the last updated location. A trade-off,

therefore, exists between the frequency of location update and the number of locations paged in order to track down the mobile

terminal. This paper introduces a location update policy which minimizes the cost of mobile terminal location tracking. A mobile

terminal dynamically determines when to update after moving to a new cell based on its mobility pattern and the incoming call

arrival probability. The performance of this scheme is close to that of the optimal policy reported earlier. However, the processing

time requirement of this scheme is very low. The minimal computation required by this scheme enables its usage in mobile term-

inals which has limited energy supply and computational power.

1. Introduction

One of the major constraints of wireless personal

communication services (PCSs) is the need to support a

large number of mobile terminals under a very limited

bandwidth allocation. Current PCS networks employ a

cellular architecture such that a large area, such as a

city, is divided into smaller areas called cells. Mobile

terminals within a cell communicate with other term-

inals (mobile or stationary) through a base station

which is installed within the cell. This base station is

connected to other base stations and stationary term-

inals (such as ordinary wired telephones) through an

underlying wireline network. In order for the network

to efficiently route incoming calls to a mobile terminal,

each mobile terminal is required to report its location to

the network at specific points in time. This reporting

process is called location update. There are a number of

ways to determine these time points. The most com-

monly used scheme is to group the cells into location

areas (LAs). A mobile terminal performs location

update whenever it enters a new LA. When an incoming

call arrives, the network sends a signal to each cell of

the LA in order to locate the mobile terminal. This sig-

naling process is called terminal paging. It is clear that if

each LA consists of only one cell, the network knows

exactly the location of each mobile terminal. In this

case, there is no cost incurred in terminal paging. How-

ever, the cost for location update will be very high as

the mobile terminal has to report its location every time

it enters a cell. A trade off therefore exists between the

cost of location update and the cost of terminal paging.

Given the respective cost for location update and term-

inal paging, a good mobile terminal tracking policy

should select the location update time points such that

the total cost (location update and terminal paging) is

minimized. Moreover, the scheme must be simple

enough such that the computational requirement is

minimal. It is infeasible to implement a computational

intensive policy in a mobile terminal (such as a hand-

held unit) which has a very limited energy supply and

minimal computational power.

As the number of PCS subscribers keeps increasing,

smaller sized cells have to be used in order to accommo-

date the large number of mobile terminals under a con-

stant amount of bandwidth allocation. The current

scheme of locating a mobile terminal by sending a signal

to all cells within the LA is not feasible. This may result

in excessive amount of bandwidth used only for paging

the mobile terminals. More sophisticated schemes that

can attain a much lower cost is needed.

In [1], a mobile terminal location update scheme is

introduced. Under this scheme, a subset of the cells is

selected as the reporting cells. A mobile terminal reports

its location only when entering one of these reporting

cells. When an incoming call arrives, the search starts

from the cell where the mobile terminal last reported its

location. As described in [1], the selection of the set of

reporting cells such that the total cost is minimized is an

NP-complete problem. Besides, this scheme cannot be

adjusted based on the call arrival and movement pat-

terns of individual mobile terminal. A mobile terminal

that moves in and out of a reporting cell frequently will

perform excessive unnecessary location updates if the

arrival probability of incoming call is low. This scheme

is static in the sense that the reporting cells are fixed. It

cannot easily be adjusted dynamically in response to

changes in system parameters. Recent research efforts
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are focused primarily on dynamic location update

mechanisms such that reporting is based on the move-

ment of the mobile terminals and the frequency of

incoming calls. In [2], three dynamic location update

strategies, time-based, movement-based and distance-

based, are studied. Under these three schemes, location

updates are performed based on the time elapsed, the

number of movements performed, and the distance tra-

veled, respectively, since the last location update. It is

demonstrated that the distance-based strategy has the

best performance but its implementation incurs the

highest overhead. It is proposed in [8] that the size of the

LA should be terminal dependent. An algorithm is

introduced that determines the size of LA based on the

mobility and the call arrival probabilities of a mobile

terminal. Another attempt is given in [5] which tries to

find the optimal distance the mobile terminal travels

before a location update is necessary. An optimal policy

is obtained in [5]. In [3], the optimal location update

distance is determined for a distance-based location

update policy subject to maximum delay constraints.

However, the computational overhead of the mechan-

isms reported in [3,5] is quite significant. It may be

infeasible to implement these mechanisms in mobile

terminals with limited computational power.

There are other efforts, such as [4,6,7], that try to

improve the mechanism used by the network to locate a

mobile terminal. This paper, on the other hand, focuses

primarily on what the mobile terminals can do to reduce

the cost of terminal tracking. We believe that these

schemes can be combined to generate an efficient and

low cost mobile terminal tracking mechanism.

In this paper, we introduce a dynamic location

update mechanism. Our scheme can be tailored to the

particular mobility and call arrival pattern of each indi-

vidual mobile terminal. The location update decision

process is distributed over time. Changes in the call arri-

val and mobility pattern of a terminal are detected and

are taken into account from time to time. The computa-

tional requirement is minimal which makes our scheme

feasible for use in mobile terminals with limited compu-

tational power. Most of the previous schemes assume

the mobility of the mobile terminals to follow specific

models such as the memoryless random walk model

[2,3,5] or the Markovian model [2]. Our mechanism is

not based on a specific assumption on movement pat-

tern. In addition, instead of assuming the call arrival

probability to be given, we introduce a method for

estimating the call arrival probability for each mobile

terminal. As demonstrated by experiments, the perfor-

mance of our mechanism stays close to that produced

by an optimal policy given in [3] under various move-

ment and incoming call arrival probabilities. The per-

formance of our mechanism never falls below that of a

no-update policy (location update is never performed).

This means that the cost effectiveness of mobile term-

inal location tracking is improved by using the location

update policy.

This paper is organized as follows. In section 2, we

describe the system model. In section 3 we introduce the

proposed dynamic location update policy. A method

for estimating the incoming call arrival probability is

given in section 4. In section 5 we present the perfor-

mance evaluation for the proposed location update

mechanism. The conclusion is given in section 6.

2. System model

2.1. Terminal mobility

We assume mobile terminals are residing in an M-

dimensional space which is divided into cells. At every

discrete time t, a mobile terminal may move to one of its

neighboring cells. Our location update mechanism

does not require specific assumptions on the mobility

pattern of the mobile terminals and any knowledge of

specific mobility parameters. Moreover, our mechanism

is not constrained by any specific dimension, M, and it

can be applied under both the one- and two-dimensional

mobility model. However, in order to demonstrate the

performance of our mechanism, we use the one-dimen-

sional memoryless random walk mobility model

throughout this paper. As will also be demonstrated

later in this paper, the only information required by our

mechanism is the call arrival distribution, the cost for

terminal paging and the cost for location update.

Assume X
t
2 <

M

is the coordinate of the cell where

a mobile terminal is located at discrete time t. The

mobile terminal will stay at cell X
t
at time t� 1 with

probability q or it will move to one of the neighboring

cells with probability p, where p� q � 1. We restrict

movement only to immediate neighboring cells. This is

a reasonable restriction as it is unlikely that a mobile

terminal will move across one or more cells during one

discrete time period. If the mobile terminal decides to

move, we assume that it has an equal probability of

moving to any one of the neighboring cells. Fig. 1 gives

an example of a one-dimensional PCS coverage area

with 10 cells. As can be seen in Fig. 1, cells are arranged

in a linear fashion. Each cell has exactly two neighbor-

ing cells (except the first and the last cells.) The neigh-

bors of cell i are cells i � 1 and i ÿ 1, respectively. The

location of a mobile terminal at time t� 1 is formally

given as follows:

X
t�1 �

X
t

with probability q ,

X
t
� 1 with probability p=2 ,

X
t
ÿ 1 with probability p=2 .

8
<

:
�1�

Fig. 1. One-dimensional PCS coverage area.
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The size of each cell is determined based on the number

of mobile subscribers, the number of channels per cell

and the channel allocation scheme used. In this paper,

we introduce a dynamic location update mechanism

assuming that the size of cells is given. Our schemeworks

both in the macrocell and the microcell environment.

We note that if the size of cells is small, the movement

probability, p, is relatively high and vice versa. We con-

sider a wide range of values for the movement probabil-

ity in the experiments given in section 5.

We denote the interarrival times of incoming calls

by T . Assume that T is a generally distributed iid (inde-

pendent and identically distributed) random variable

with the probability distribution function F �t� and the

mean 1=�.

2.2. Mobility tracking

We assume that the location identifier of a cell is

broadcast by the base station periodically such that

every terminal knows exactly its own location at any

given time. The network records the location of each

mobile terminal whenever a location update is initiated

by the mobile terminal. In this paper, we do not look

into the handoff mechanism and its associated cost. We

assume that the network has the up-to-date location

information of a mobile terminal throughout the pro-

gress of a call. The network records the location infor-

mation of a mobile terminal in a database whenever up-

to-date location information is available. This recording

process is called location registration.

In order to determine if a mobile terminal is located

in a particular cell, the network performs the following

steps:

1. Sends a polling signal to the target cell and waits until

a timeout occurs.

2. If a reply is received before timeout, the destination

terminal is located in the target cell.

3. If no reply is received, the destination terminal is

not in the target cell.

We define the center cell to be the cell where the

mobile terminal's last location registration occurred.

When an incoming call arrives, the PCS network polls

the cells in the vicinity of the center cell in a shortest-dis-

tance-first order. In the PCS coverage area given in

Figure 1, assume that the destination mobile terminal is

located at cell 2 when the call arrives. Also assume that

cell 6 is the center cell of the mobile terminal. The PCS

network will poll the cells in the following order: 6, 5-7,

4-8, 3-9, 2-10 (x-y means that cells x and y are polled at

the same time). In general, given that a mobile terminal

is currently located in cell i and the center cell of the

mobile terminal is cell j, the distance traveled since the

mobile terminal's last location registration is then

k � ji ÿ jj : �2�

The number of cells polled before the mobile terminal is

successfully located is

h�k� � 2k� 1 : �3�

We assume that when an incoming call arrives, the

network is able to locate the destination mobile terminal

(by terminal paging) within the same discrete time per-

iod. The following is an ordered list of tasks that a

mobile terminal performs within each discrete time

unit:

1. Determine if the location of the mobile terminal is

changed as compared to its location during the pre-

vious discrete time period.

2. If the location of the mobile terminal is changed, cal-

culate the next location update time.

3. If an incoming call is pending, receive the call and

set the location update time to infinity (no location

update is necessary until the next movement).

4. If current time is bigger than or equal to the next

location update time, perform location update and

set next location update time to infinity.

A method for determining the next location update

time is given in section 3. As discussed before, the opera-

tion of themobile terminal during a call is not considered

here. The above list is valid only when no call is currently

in progress. For the rest of this paper, we assume that

the time is always expressed in the number of discrete

time periods. We will not explicitly indicate the unit of

time hereafter.

3. A dynamic location update mechanism

The dynamic location update policy determines the

next location update time based on the distance traveled

since last location registration and the incoming call

arrival probability. We assume that the cost for each

location update, denoted by U , is independent of the

location of the mobile terminal. We also assume that

the cost for terminal paging is proportional to the num-

ber of cells polled before the mobile terminal is found.

Given that the mobile terminal is k cells away from its

center cell, the cost for terminal paging is

Q�k� � V�2k� 1� ; �4�

where V represents the cost for polling each cell during

the terminal paging process. It is clear that if the arrival

time of the next incoming call is known in advance, the

mobile terminal should perform a location update right

before the call arrival if the cost for location update is

less than the paging cost (U < Q�k�) at that time. Other-

wise, no location update should be performed because

the paging cost is lower than the location update cost. In
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reality, we do not know in advance the arrival time of

each incoming call. However, given the incoming call

interarrival times distribution function, F �t�, and the

time elapsed since the last call arrival, we can determine

the probability distribution of the residual call arrival

time. Assume that T is the incoming call interarrival

timewith distributionF�t� and te is the time elapsed since

last call arrival. The probability of an incoming call arri-

val within the next�t time units is

G��t; te� � Pr�T � �t� tejT > te� �5�

�

Pr�te < T � �t� te�

Pr�T > te�

�6�

�

Pr�T � �t� te� ÿ Pr�T � te�

Pr�T > te�

�7�

�

F��t� te� ÿ F �te�

1ÿ F�te�

: �8�

Since the cumulative probability of call arrival increases

with time, the risk of not updating the location also

increases with time. We define the weighted paging cost

�t time units from the current time as

W��t; te; k� � G��t; te�Q�k� : �9�

The weighted paging cost at a given time interval after a

movement is the terminal paging cost multiplied by the

probability of call arrival during that time interval. As it

can be seen in eq. (9), the weighted paging cost increases

with time. Its value approaches that of the paging cost,

Q�k�, as the time interval, �t, increases. The weighted

paging cost, therefore, takes into account of the increas-

ing probability of having to pay the terminal paging

cost as time advances. A location update should be per-

formed at the time when the weighted paging cost

exceeds the location update cost. We propose a location

updatemechanismwhich determines the time of the next

location update based on the call interarrival time distri-

bution function, F�t�, the distance traveled since the

mobile terminal's last location registration, k, and the

time elapsed since the last call arrival, te. The following

equation gives the weighted paging cost on the left hand

side and the location update cost on the right hand

side:

G��t; te�Q�k� � U : �10�

Given the values of k and te, the time until the next loca-

tion update, ��k�, can be determined by solving eq. (10)

for�t:

��k� � f�t j G��t; te�Q�k� � Ug : �11�

Since the probability G��t; te� can never exceed 1, eq.

(10) is valid only when UWQ�k�. When U > Q�k�, the

weighted paging cost,W��t; te; k�, can never exceed the

location update cost,U . No location update is necessary

under this situation, i.e. ��k� � 1. As the distance, k,

changes when the mobile terminal moves from cell to

cell, ��k� has to be updated. Assume the last movement

of the mobile terminal occurred at time tm when the dis-

tance of the mobile terminal from its center cell is k. The

next location update time is

tu � tm � ��k� : �12�

If the mobile terminal moves to a new location before

tu, a new value for tu will be determined based on the up-

to-date distance k and the time elapsed since the last

call arrival te. The proposed location update mechanism

is summarized as follows:

1. The following information is collected whenever the

mobile terminal enters a cell:

y The mobile terminal's last movement time, tm

(this is the same as the current time.)

y The mobile terminal's cell location during the

last location registration, j.

y Themobile terminal's current cell location, i.

y The distance traveled since the last location regis-

tration, k � ji ÿ jj.

y The cost for the network to page for the mobile

terminal,Q�k� � V�2k� 1�.

y The time elapsed since the last call arrival, te.

2. Using the data obtained in the previous step, deter-

mine the time until next location update, ��k�, by sol-

ving equation (10) for�t.

3. Record the ��k� value obtained in the previous step

and initiate a location update at time tu � tm � ��k�.

3.1. Geometric call interarrival time distribution

Here we consider the special case where the call inter-

arrival time distribution is geometric. Based on this

assumption, we develop the expression for the time until

next location update, ��k�. The result obtained in this

section is useful for comparison with previous location

update schemes [3,5] as many of which employ the geo-

metric call interarrival time assumption. The probabil-

ity distribution of call interarrival time is

F �t� � 1ÿ �1ÿ ��
t

: �13�

This is the probability distribution function for the geo-

metric distribution with probability �.We assume at this

point the arrival probability of incoming calls, �, is

given. A method for estimating � for each mobile term-

inal is described in section 4. Because of the memoryless

property of the geometric distribution, the residual call

arrival time is independent of the time elapsed since the

last call arrival. As a result, the probability distribution

of the residual call arrival time given the time elapsed

since the last call arrival, te, is the same as F �t� given in

eq. (13):

G��t; te� � 1ÿ �1ÿ ��
�t

: �14�

Substituting eq. (14) in eq. (10) and solving for �t, the

next location update time, ��k�, is
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��k� �

1 if k � 0 ,

1 if U > Q�k� ,

blog
�1ÿ���1ÿ

U

Q�k�
�c otherwise .

8
<

:
�15�

A ��k� value of 1 indicates that no location update is

necessary. As can be seen from eq. (15), no location

update is needed either when k � 0 or when U > Q�k�.

The first case represents the situation right after a loca-

tion registration. The network knows exactly the loca-

tion of the mobile terminal. No location update is

therefore needed until after the next movement. In the

second case, the location update cost is always higher

than the weighted paging cost no matter what the prob-

abilityG��t; te� is. It is thereforemore economical not to

perform any location update. The next location update

time, tu, is computed from eq. (12).

When compared to other location update mechan-

isms, the overhead incurred by our proposed mechan-

ism is low. The last part of eq. (15) can be rearranged to

obtain

��k� � log
�1ÿ�� 1ÿ

U

V

1

2k� 1

� �� �

: �16�

It can be seen in eq. (16) that it takes precisely one addi-

tion, one subtraction, one multiplication, one division,

and one logarithmic (with base (1ÿ �)) operations to

determine the time until next location update each time

the mobile terminal enters a cell (assume that the U=V

division is done in advance). Compared to other location

update policies, such as [5], which employs an iterative

approach to determine the location update distance, our

mechanism is significantly simpler. Besides, the over-

head of our mechanism is not affected by the values of

the parameters, such as �. Apart from its simplicity, it is

demonstrated in section 5 that the cost of the proposed

mechanism is close to the optimal cost of a distance

based location update scheme. Theminimal and predict-

able cost makes it a good choice of location update

mechanism.

4. Estimating incoming call arrival probability

The location update schemes proposed here as well

as those given in [3,5,8] assume that the value of the call

arrival probability is readily available. Two methods

can be used to keep track of the call arrival probability

for a mobile terminal. In the first method, the network

is responsible for keeping track of the call arrival prob-

ability for each mobile terminal. The network calculates

the call arrival probabilities and stores the results in a

database from time to time. The call arrival probability

values are transmitted to the mobile terminals when

requests for data are received. This method requires sig-

nificant memory storage space in the network as the

number of mobile terminals keeps increasing. Besides,

additional network and wireless bandwidth are con-

sumed for transmitting these arrival probability data

from the database to the mobile terminals. This will sig-

nificantly increase the cost of the mobile terminal loca-

tion tracking mechanism. The alternative method is to

have each mobile terminal calculates its own call arrival

probability locally. This method consumes no extra net-

work and wireless bandwidth. However, some proces-

sing is required at each mobile terminal to keep track of

the number of call arrivals within a certain period of

time. In this section we introduce a method for estimat-

ing the call arrival probability at the mobile terminals.

One basic strategy is to record the number of call arri-

vals, n, starting from a given time, t1, up to the current

time, tc, in a register inside the mobile terminal. This

arrival count register is increased by one when an

incoming call arrives. The arrival probability is then

estimated by dividing this arrival count by the length of

the time interval:

� �
n

tc ÿ t1

: �17�

There are a number of problems to be addressed if this

strategy is used:

y The arrival count cannot be arbitrarily large. The

registermust be cleared periodically to avoid register

overflow.

y Clearing the call arrival count register will suddenly

lower the estimated call arrival probability to zero.

A considerable amount of time is needed before a

steady arrival probability value can be obtained. A

mechanism is needed so that a continuous call arrival

probability value can be obtained.

We propose a modified scheme such that two call

arrival count registers are used. Define a long interval,

tl , to be the maximum time interval used for estimating

the call arrival probability. Similarly, a short interval,

ts �
1

2
tl , is defined as the minimum time interval used

for estimating the call arrival probability. When an

incoming call arrives, both registers are incremented by

one. Only one of the registers is used for estimating the

call arrival probability at any given time. We call this

register the active register and the other one the inactive

register. The role of the two registers is switched every

ts time interval. The active register is cleared before it

changes to the inactive state. Assume trc and tc to be the

times the roles of the registers were last switched and

the current time, respectively. Also assume ra and ri to

be the values in the active and the inactive registers,

respectively. The incoming call arrival probability, �, is

estimated by

� �
ra

tc ÿ trc � ts

: �18�

This method estimates the call arrival probability using

a time interval with length between ts and tl . Selecting

I.F. Akyildiz, J.S.M.Ho /Location update for PCS networks 191



the appropriate values for ts and tl should enable this

mechanism to capture long term arrival probability

changes but at the same time it is not overly reactive to

short term variations. A register is cleared every tl time

units. However, clearing the register will not lead to an

arrival probability of zero because of the availability of

the alternative register. The overhead of this mechanism

is very low. Processing is required only when an incom-

ing call arrives. The processing is limited to incrementing

the two registers and the subtraction and division opera-

tions needed to calculate the call arrival probability. As

described before, this mechanism does not increase the

bandwidth overhead of the network.

5. Performance evaluation

We developed an analytical model to study the per-

formance of the proposed dynamic location update

mechanism. We use both the random walk mobility

model and the geometric call interarrival time distribu-

tion.

5.1. Analytical model

Here we develop an exact analytical model for the

dynamic location update mechanism. We model the

activity of a mobile terminal using an imbeddedMarkov

chain of which the state i (i � 0) is defined as the dis-

tance between the current location of the mobile term-

inal and its center cell. State transitions of the imbedded

Markov chain occurs right after the following time

epoches:

y The movement of the mobile terminal to one of the

neighboring cells.

y The arrival of incoming call.

y The performance of location update by the mobile

terminal.

The state transition diagram for the imbedded Markov

chain is given in Fig. 2. The transitions ai;i�1 (0 � i � N)

and bj;jÿ1 (0 < j � N) represent the movement of the

mobile terminal to a neighboring cell such that its dis-

tance from the center cell is increased or decreased,

respectively. The transitions ci;0 (0 � i � N) represent

the arrival of incoming calls when the terminal is i cells

away from the center cell. The transitions di;0

(0 < i � N) represent location updates performed when

themobile terminal is i cells away from its center cell.

It can be seen in eq. (15) that the location update

time interval ��k� decreases as the distance k increases.

The average time at a state, k, is zero if ��k� � 0. This is

because every transition into this state will result in an

instantaneous transition to state 0 because of a location

update. The highest state of the imbedded Markov

chain,N, can be determined from the following inequal-

ities:

��N� > 0 ; �19�

��N � 1� � 0 : �20�

The transition aN;N�1 in Fig. 2 represents an increase of

the mobile terminal's distance from N to N � 1. This

movement results in an immediately location update

which changes the state of the mobile terminal from

N � 1 to 0 instantly.

Let M and T be two geometrically distributed iid

random variables which represent the inter-movement

time and the call interarrival time, respectively. As

described before, p and � denote the movement prob-

ability and the call arrival probability, respectively. We

define , q, � and � as follows:

 � 1ÿ � ; �21�

q � 1ÿ p ; �22�

� � q ; �23�

� � 1ÿ � : �24�

The probability that a movement occurs before the arri-

val of a call (Pr�M < T �) is

� �
p

1ÿ q
: �25�

According to the ordered list of tasks performed by a

mobile terminal given in section 2.2., we assume that if

both amovement and a call arrival occur at the same dis-

crete time period, the movement is performed before

the call is received. This means that if a mobile terminal

is at state k when both movement and call arrival occur,

the next state of the mobile terminal is 0. We further

assume that if either the movement time or the call arri-

val time coincide with the location update time, the loca-

tion update will not be performed. A new location

update time will be selected after the movement or the

call is complete. Since the probability that more than

two events occur at the same time is low when the dis-

crete time period is small, the effect of the above assump-

tions to the analytical result is minimal. The state

transition probabilities of the imbedded Markov chain

areFig. 2. State transition diagram for the imbeddedMarkov chain.
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For ��k� � 1:

ak;k�1 �

� for k � 0 ,

1

2
� for k > 0 ,

�

�26�

bk;kÿ1 � ak;k�1 ; �27�

ck;0 � 1ÿ � ; �28�

dk;0 � 0 : �29�

For ��k� <1:

ak;k�1 �

1

2

�


��k�

�1ÿ q
��k�

�

� �

�
��k�ÿ1

ÿ 1�

 ÿ 1

ÿ

���
��k�ÿ1

ÿ 1�

�ÿ 1

� ��

; �30�

bk;kÿ1 � ak;k�1 ; �31�

ck;0 � q
��k�ÿ1

�1ÿ 
��k�

� �

p

q

�

q�q
��k�ÿ1

ÿ 1�

qÿ 1

ÿ

���
��k�ÿ1

ÿ 1�

�ÿ 1

� �

; �32�

dk;0 � �q�
��k�

: �33�

Assume pk is the equilibrium probability of state k.

Given the above state transition probabilities, we can set

up the following balance equations:

a0;1p0 � b1;0p1 � aN;N�1pN �

XN

j�1

�cj;0 � dj;0�pj

for N > 0 ; �34�

pk � akÿ1;kpkÿ1 � bk�1;kpk�1 for 0 < k < N ; �35�

pN � aNÿ1;NpNÿ1 for N > 0 : �36�

Given the above balance equations, we can recursively

express the equilibrium probability of each state in terms

of the equilibriumprobability of stateN such that

pk � �kpN for 0 � k < N ; �37�

where �k is the ratio of the equilibrium probabilities of

states k and N. The probability of state N can then be

solved by applying the law of total probabilities as

pN �

1

1�

P
Nÿ1

j�0
�j

for N > 0 : �38�

The equilibrium state probability of states k can be

obtained by substituting eq. (38) into equation (37). Eq.

(34) through (38) are valid only whenN > 0.When there

is only one state (i.e.N � 0), the equilibrium state prob-

ability of state 0 is equal to 1 (p0 � 1). Assume S
0

u
and

S
0

v
are the cost for location update and terminal paging

per state transition, respectively. The expressions for S
0

u

and S
0

v
are then

S
0

u
�

Ua0;1 if N � 0 ,

U�pNaN;N�1 �

P
N

j�1
pjdj;0� if N > 0 ;

�

�39�

S
0

v
�

c0;0�pQ�1� � qQ�0�� if N � 0 ,

p0c0;0�pQ�1� � qQ�0�� �

P
N

j�1
pjcj;0Q�j� if N > 0 .

�

�40�

Let �k be the average sojourn time of state k which is

the smallest of three time intervals: the deterministic

update time ��k�, the residual incoming call arrival time

and the time until next movement. The expression for

�k is

�k �

��k��
��k�

�
�

��ÿ1�
2
��k��

��k��1
ÿ���k��1��

��k�
�1

� �
if ��k� <1 ,

1

�
if ��k� � 1 ,

8
<

:

�41�

where ��k�, � and � are computed from equations (15),

(23) and (24), respectively.

The average time between state transitions, �, is

� �

XN

j�0

pj�j : �42�

The average location update, Su, and terminal paging,

Sv, costs are

Su �

S
0

u

�

; �43�

Sv �

S
0

v

�

: �44�

The total location update and terminal paging cost,

denoted byST , is then

ST � Su � Sv : �45�

5.2. Performance bounds

The performance of the proposed location update

mechanism (referred to as the dynamic policy hereafter)

is measured by the total location update and terminal

paging cost incurred per unit time. We will compare the

performance of the dynamic policy with a no-update pol-

icy and an optimal policy as described below:

No-update policy: The no-update policy is the same as

the dynamic policy except that no location update is per-

formed. When an incoming call arrives, the network

searches for the mobile terminal starting from the cell

where the last call arrival occurs. Since the purpose of

location update is to reduce the cost for tracking down

the mobile terminal, an effective location update policy

should reduce the average cost as much as possible com-
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pared to the no-update policy. Otherwise, it is better off

not to perform any location update.

Optimal policy: The optimal policy is defined as a dis-

tance-based location update policy such that location

update is performed whenever the mobile terminal's dis-

tance from its center cell exceeds an optimal distance, `

�

.

The optimal location update distance is selected based

on the mobility and call arrival parameters such that the

total location update and terminal paging cost is

minimized.

Given the no-update and the optimal policies, our expec-

tation on any mobility tracking mechanism is that the

average cost should be close to that of the optimal policy

while, at the same time, it must never exceed that of the

no- update policy.We denote the average costs of the no-

update and the optimal policies by S
n

T
and S

�

T
, respec-

tively. As described in the previous subsection, the aver-

age cost of the dynamic policy, denoted by ST , is given

by eq. (45).

In order to obtain the average costs of the no-update

and the optimal policies, we use the result reported in

[3]. Given the location update cost, U , the polling cost,

V , the call arrival probability, �, and the movement

probability, p, we developed algorithms in [3] to obtain

the average cost for a distance-based location update

mechanism given the location update distance, ` and the

maximum terminal paging delay m. This average cost

is denoted by CT �`;m� (eq. (66) in [3]). Since terminal

paging delay is not constrained in this paper, we set

m � 1 (which means that delay is not constrained) in

the following analysis. The average cost of the no-

update policy, S
n

T
, can be obtained when the location

update distance ` approaches infinity:

S
n

T
� lim

`!1

CT �`;1� : �46�

In practice, the average cost, CT �`;1�, converges to S
n

T

when ` is sufficiently large. In the experiments given in

section 5.3, we assume S
n

T
� CT �100;1�. The average

cost of the optimal policy,S
�

T
, is defined as

S
�

T
� min

`

CT �`;1� : �47�

An iterative algorithm for determining the minimum

average costS
�

T
as given in eq. (47) is reported in [3].

5.3. Experiments

We first present the numerical results using some

typical parameters. Figs. 3(a), 3(b) and 3(c) show the

average cost, ST , for the location update costs, U , of

0.1, 1 and 10, respectively. The call arrival probability,

�, and the polling cost,V , are fixed at 0.01 and 1, respec-

tively, while the probability of moving, p, varies from

0.001 to 0.5. When U � 0:1 (Fig. 3(a)) there is a big dif-

ference between the average cost of the optimal, S
�

T
,

and that of the no-update policies, S
n

T
. This means that

the gain from performing location update is significant.

It can be seen that ST is close to S
�

T
while it is signifi-

cantly lower than S
n

T
. WhenU � 1 (Fig. 3(b)) the differ-

ence between S
�

T
and S

n

T
reduces. The values of ST are

very close to S
�

T
for most movement probability, p,

values. When p is close to 0.5, ST is about half way

between S
�

T
and S

n

T
. When U � 10 (Fig. 3(c)) the three

curves overlap each other except when the movement

probability is approaching 0.5. This means that the opti-

mal policy is the no-update policy. The average cost of

the dynamic policy is equal to that of the optimal policy

except when p is high. When p is close to 0.5, ST is

slightly higher than S
�

T
. Figs. 4(a), 4(b) and 4(c) show

similar results when p is fixed at 0.05 while � varies from

0.001 to 0.1. When U � 0:1 (Fig. 4(a)) the difference

between S
�

T
and S

n

T
is large. The value of ST is only

Fig. 3. Average cost vs. movement probability for (a) U � 0:1

(b)U � 1 and (c)U � 10.
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slightly higher than that of S
�

T
for all values of � consid-

ered. When U � 1 (Fig. 4(b)), ST is very close to S
�

T

when � is below 0.02. At high � values, ST increases but

it is still lower than S
n

T
. When U � 10 (Fig. 4(c)) the

three curves overlap each other for all arrival probabil-

ities considered. This means that it is better off not to

perform location update because of the high location

update costU .

Fig. 5 shows the average cost as the location update

cost, U , varies from 0.1 to 10. The movement probabil-

ity, p, the call arrival probability, �, and polling cost,

V , are set to 0.05, 0.01 and 1, respectively. It can be seen

that the average cost of the no-update policy, S
n

T
, is con-

stant for all values of U . As no location update is per-

formed by the no-update policy, S
n

T
is independent from

changes in U . The average costs for both the dynamic

and the optimal policies increase as U increases. For

U � 10, the costs for all three policies are approxi-

mately the same. For other values of U , ST is close to

S
�

T
, especially forU > 1.

These three sets of experiments demonstrate the abil-

ity of the dynamic location update mechanism to adjust

to changes in call arrival and movement probabilities

in order to minimize cost. In most cases, the average

cost of the dynamic policy is close to that of the optimal

policy. While it requires significant computation to

achieve the optimal cost (as demonstrated in [3,5]), the

dynamic policy generates near-optimal performance at

much lower computational cost. Under all the param-

eters considered, the average cost of the dynamic policy

is always lower than that of the no-update policy.

6. Conclusions

A dynamic mobile terminal location update policy is

introduced in this paper. This policy is dynamic in the

sense that it can adjust to changes in system parameters,

including incoming call arrival probability and the

mobility pattern of the mobile terminal, so as to attain

better cost effectiveness. The computational overhead

of our policy is very low and the required processing is

distributed over time. A decision process is initialized to

generate the next location update time whenever the sys-

tem parameters are changed. Moreover, the complexity

of this mechanism is independent from the values of

the system parameters. This results in a very stable and

predictable computational power consumption. Experi-

ments demonstrated that the dynamic policy can gener-

ate similar performance as the optimal policy given in

[3]. Moreover, the dynamic policy is not restricted to a

particular assumption on the mobility pattern of the

mobile terminals. For ease of demonstration, we con-

ducted the experiments using the one-dimensional

mobility model. Application of our policy is not limited

to this mobility model. Extension to the two-dimen-

sional mobility model is straightforward by modifying

the terminal paging cost,Q�k�, to reflect the polling cost

required to track down a mobile terminal in the two-

dimensional environment.

While all of the previous results omit the computa-

tional cost required by the location update policy, we

Fig. 4. Average cost vs. call arrival probability for (a) U � 0:1

(b)U � 1 and (c)U � 10.

Fig. 5. Average cost vs. location update cost,U .

I.F. Akyildiz, J.S.M.Ho /Location update for PCS networks 195



introduced a cost efficient location update policy in

this paper. The minimal computational requirement

and the demonstrated performance of this policy make

it a good choice of location update policy for mobile

terminals with very limited processing power and

energy supply.
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