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Abstract 

B e c a u s e  of t h e  b u r s t i n e s s  of  v i d e o  trajgic,  a v e r y  
large s a m p l i n g  i n t e r v a l  is needed  t o  o b t a i n  accept-  
able cell loss probab i l i t y .  P r e v i o u s  s t u d i e s  repor t ed  
v e r y  h i g h  cel l  loss probab i l i t i e s  f o r  we l l -behaved  s o u r c e s  
w h e n  u s i n g  t h e  L e a k y  B u c k e t  m e c h a n a s m  (LB) t o  po -  
l ice  VBR v i d e o  sources .  In this paper ,  a m e a n  r a t e  
po l i c ing  m e c h a n i s m  called C o o p e r a t i n g  L e a k y  B u c k e t  
(CLB) is in t roduced .  This m e c h a n i s m  c a n  a t t a i n  bet-  
t e r  cel l  loss probab i l i t y  b y  s h a r i n g  t h e  l eaky  b u c k e t s  
a m o n g  a l l  sources .  In a d d i t i o n ,  it g u a r a n t e e s  t h a t  
t h e  cel l  loss probab i l i t y  will n e v e r  be h i g h e r  t h a n  t h a t  
ob ta ined  b y  LB. D e p e n d i n g  o n  t h e  n u m b e r  of trajgic 
s o u r c e s  ava i lab le ,  t h e  cel l  loss probab i l i t y  c a n  be sig- 
nz f i can t l y  reduced w h e n  c o m p a r e d  t o  LB. At t h e  s a m e  
t i m e ,  t h e  c o m b i n e d  t r a f i c  e n t e r i n g  t h e  n e t w o r k  i s  e n -  
f o rced  t o  be low  t h e  t o t a l  nego t ia t ed  t r a f i c  r a t e .  M o r e -  
o v e r ,  t h e  a d d i t i o n a l  o v e r h e a d  d u e  t o  t h e  i m p l e m e n t a -  
t i o n  o,f CLB is m i n i m a l .  

1 Introduction 

Preventive Congestion Control (PCC) method is 
employed by ATM networks to  ensure the Quality of 
Service (QOS) such as cell loss probability, delay and 
delay jitter of the connections. Under PCC, each traf- 
fic source has to  provide the network a t r a f i c  descr ip -  
t o r  during connection setup. The traffic descriptor 
consists of three primitive parameters: peak rate, av- 
erage rate, and peak rate duration. A cal l  a d m i s s i o n  
c o n t r o l  procedure is then run to  make sure that the 
new traffic source can be supported without degra- 
dation to  the QOS of other connections. Once the 
connection is established, a po l i c ing  function is used 
to  ensure that the source adheres to  the negotiated 

parameters specified by the traffic descriptor. 
Possibilities for the sources to  violate the negoti- 

ated traffic parameters exist. This may be due to the 
inability of the sources to  accurately estimate the traf- 
fic characteristics before the actual communications or 
i t  is because of attempts to  obtain economical advan- 
tages. In any case, violations of the negotiated param- 
eters can lead to degradation of network performance. 
Excessive cell losses may occur as a result of the un- 
expected traffic load. 

A number of policing mechanisms have been pro- 
posed. Among others, the Leaky Bucket mechanism 
(LB) [ll] is the most widely accepted. The LB mech- 
anism can be viewed as a counter which increases by 
one when a cell arrives and decreases at a specified rate 
called the leak ra t e .  If the counter is a t  its maximum 
allowable value, further cell arrival constitutes traffic 
violation and the cell is discarded. Two parameters of 
the LB mechanism, leak rate and counter limit, can 
be varied to  tailor the policer for particular require- 
ments. The leak rate is generally set to  the policed 
traffic rate as LB can never allow traffic rate higher 
than the leak rate to  enter the network. Adjusting 
the counter from one extreme to  another represents a 
trade-off between the sensitivity to  violation and the 
allowable burstiness of the arriving traffic. 

While it is generally easy to  enforce peak traffic 
rate, there are several problems to  be addressed in av- 
erage rate enforcement. The bursty nature of some 
ATM traffic types makes it very difficult to  detect vi- 
olations effectively. In the case of VBR video traffic, 
the peak rate may be many times higher than the aver- 
age rate. A sudden arrival of a burst of cells can easily 
overflow the leaky bucket causing excessive cell losses. 
This happens even when the traffic source has been 
adhering to  the negotiated mean rate in the long run. 
This problem can be alleviated by increasing the LB 
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counter limit so that  the leaky bucket can accommo- 
date larger burst of cell arrivals. However, the larger 
the counter limit, the longer it takes to  detect a traffic 
violation. Damages may have already been (done to  
the network by the time the violation is detected. 

A simulation study reported in [lo] demonstrates 
that  the violation probability is extremely high when 
the LB mechanism is used for mean rate policing of 
VBR sources. The  simulations employ real-life video 
da ta  including the Star Wars sequence and video- 
phone and video conference data. It is shown that  
the violation probability can be as high as 0.5 when 
the LB counter is small. Even if the counter limit is set 
to  100,000, the violation probability is still a t  a very 
high level. The study concludes that  the LB counter 
values needed to  police the selected video sources close 
to  their mean rate are not realistic. 

Several policing mechanisms were introduced tha t  
attempt to  improve the classical LB mechanism in dif- 
ferent aspects. In [ll], an overdimensioning; factor 
C 2 1 is added to  the LB mechanism. Under this 
scheme, the policed traffic rate is equal to  C times the 
negotiated mean traffic rate. Depending on the value 
of C selected, the cell loss probability can be reduced 
close to  0. However, this method also reduces the sen- 
sitivity of the LB mechanism to  violating traffic. A 
traffic source can effectively transmit at the policed 
traffic rate, which is higher than the negotiated traffic 
rate, throughout the whole connection. The  QOS of 
other connections can therefore be severely degraded. 

Another possible way of reducing the cell loss prob- 
ability is to  allow both the violating and non-violating 
cells to  enter the network. However, the violatiing cells 
are marked as low priority which will be dropped first 
whenever congestion occurs [5]. This mechanism al- 
lows the population of cells to  grow uncontrollably. 
The QOS of both marked and unmarked cells can be 
affected. In [3], this scheme is extended t o  al.lowing 
the unmarking of previously marked cells. This mech- 
anism requires the addition of a second Cell Loss Pri- 
ority (CLP) bit in the ATM cell header. Besides, in- 
formation on network condition is needed to  decide 
whether a cell should be unmarked. Another modi- 
fication to  the original LB mechanism is proposed in 
[7]. The basic idea is to  increase the counter limit 
of the leaky bucket from its original value, N ,  to  a 
higher value IC. However, cells are discarded when the 
counter reaches N .  However, this mechanism does lit- 
tle to  reduce the cell loss probability of non-violating 
traffic sources. It is proposed in [9] t o  use multiple 
leaky buckets to  police a single source. An example 
using two leaky buckets is given such that  short term 

and long term mean traffic rates are enforced by two 
separate leaky buckets. Each cell has to  obtain a token 
from each leaky bucket in order to  be admitted to  the 
network. By choosing the parameters correctly, the 
maximum long term mean rate can be enforced to  the 
negotiated value while the maximum burst size can be 
kept reasonably small. A convenient way of selecting 
the parameters for the leaky buckets is needed. 

A policing mechanism called Credit Banking (CB) 
is introduced in [l]. Under CB,  a source is allowed to  
borrow transmission credits froin its own future. The 
problem with this mechanism is tha t  initial conditions 
are hard to define. Also, there is no simple way of 
determining the length of various time intervals that  
can provide optimal result. 

In this paper, we introduce a mechanism called Co- 
operating Leaky Bucket (CLB.) CLB is a variation of 
LB in which buckets from all the traffic sources are 
coordinated. With CLB, the cell loss probabilities for 
"good" (always adhere to  the negotiated mean rate 
value) traffic sources can be greatly reduced without 
adding significant overhead. The  cell loss probability 
for each source can be guaranteed to  be a t  least as 
small as that  obtained by the LB mechanism. At the 
same time, combined traffic entering the network can 
be enforced to  strictly below the total policed mean 
traffic rate. 

Simulation studies are conducted to  demonstrate 
the performance of CLB compared to  the LB mecha- 
nisms. Results are obtained using both non-violating 
and violating traffic sources under various parameters. 
It can be seen in Section 3 that  CLB outperforms LB 
in all setups when there are more than one traffic 
sources. Cell loss probability can be reduced signif- 
icantly depending on the number of traffic sources. 
Moreover, the overhead introduced by CLB as com- 
pared to  LB is minimal. 

T h e  organization of this paper is as follows. In 
Section 2, we describe the CLB mechanism. Section 3 
gives the simulation results using VBR video traffic 
sources. A conclusion is given in Section 4. 

2 Cooperating Leaky Bucket 

The LB mechanism ensures that  the traffic rate en- 
tering the network can never exceed the leak rate of 
the bucket. Non-bursty traffic is a good candidate for 
mean rate policing using the LB mechanism. How- 
ever, as the burstiness of the traffic increases, the LB 
counter limit has t o  be increased accordingly t o  ac- 
commodate the arrival of traffic bursts. This, in turn, 
increases the time required to  detect traffic violations. 
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One possible way to  deal with this problem i s  to 
perform virtual path policing [a ] .  Traffic entering the 
virtual path comes from the statistical multiplexing 
of virtual channels. As a result, this traffic stream is 
much less bursty and the LB mechanism should per- 
form well in policing virtual path traffic. However, 
fairness is a major problem if the policer is located 
after the multiplexer. A violating traffic source can 
easily take away most of the available bandwidth. The 
QOS of other sources can be significantly degraded. 

The CLB mechanism takes advantage of the fact 
that  multiplexed traffic is much less bursty, but at' 
the same time ensures the fairness in the allocation of 
bandwidth. The  implementation of CLB is similar to  
that  of LB. A leaky bucket is located a t  the entrance 
to  the network. The  leak rate  is set to  the negotia,ted 
mean traffic rate and the counter limit is set based 
on the burstiness of the traffic. The  major difference 
that  distinguishes CLB from LB is that  once a bucket 
becomes empty, its leak rate will be distributed to  
other buckets according to  the following. 

Assume there are n traffic sources. Let m be a l x n  
dimensional vector such tha t  its ith element is the ne- 
gotiated mean rate of the ith traffic source. Also let e 
be an n x l  dimensional vector such that  its ith element 
is 0 if the ith leaky bucket is empty and 1 otherwise. 
If the leaky buckets from all sources are empty, then 
the leak rate for each leaky bucket is 0. Otherwise, 
the leak rate for the ith leaky bucket, denoted by l i !  
can be calculated as follows: 

(1) 
mi 

m . e  
li = m .  1 .  ~. ei 

where 1 is an nxl vector containing all 1's and mi 
and ei are the ith elements of the m and e vectors, 
respectively. The leak interval of the ith leaky bucket, 
denoted by t i ,  is given by: 

1 t .  - - 
2 -  

li 

The leak rate for each source depends on the num- 
ber of empty leaky buckets. This means that  leak rates 
has to  be updated dynamically in response to  changes 
in the s ta te  of the leaky buckets. We will introduce 
later in this section a method that  can be used to ob- 
tain the leak rates as given by equation (1) without 
constantly going through this bucket state checking 
and leak rate calculation process. 

According to  equation (l), the total leak rate is 
distributed among the non-empty buckets in propor- 
tion to  the magnitude of the negotiated mean rate. 
When there is no empty bucket, CLB works exactly 
the same as LB. However, when there exists one or 
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Figure 1: LB mechanism. 
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Figure 2: CLB mechanism. 

more empty buckets, CLB distributes the unused leak 
rate to  other buckets. In the case of LB, the leak 
rate is wasted if the bucket becomes empty before the 
arrival of the next burst of cells. This essentially re- 
duces the long term rate of the traffic entering the 
network to  below the leak rate. Since it is unlikely 
for most of the sources to  have long bursts of cell ar- 
rivals a t  the same time, many leaky buckets become 
empty well before the end of each frame. CLB takes 
advantage of this statistical characteristic of the traf- 
fic sources by allocating the unused leak rate to  the 
needed sources. The  CLB mechanism makes the best 
use of the available leak rates to  maximize the perfor- 
mance. This mechanism essentially polices the much 
less bursty combined traffic of all the  input sources 
a t  the total mean rate. Unlike virtual path policing, 
CLB guarantees the minimum bandwidth allocated to  
each source in the form of a minimum leak rate. At 
the same time, the combined traffic rate entering the 
network can never exceed the total negotiated traffic 
rate. 

Figure 1 shows the cell arrivals during a selected 
frame interval of two traffic sources. Assume that  
frames from both sources start at the same time. Also, 
cells within each frame are clustered at the beginning 
of the frame interval. I t  is shown tha t  source 1 has a 
below average number of cell arrivals, its leaky bucket 
is empty well before the end of the frame. However, 
source 2 has an above average number of cell arrivals; 
its leaky bucket remains non-empty a t  the end of the 
frame. This carry-over of bucket content to  the next 
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frame will decrease the number of cells that  can be 
accepted during the next frame interval. Hence, the 
cell loss probability of subsequent frames will be in- 
creased. Figure 2 shows the two frames as in Fig- 
ure 1. In this case, CLB is used for mean rate policing. 
As in the previous case, the leaky bucket of ,source 1 
is empty well before the end of the frame. Accord- 
ing to  the CLB mechanism, the unused leak rate of 
source 1 is allocated to  source 2 once source 1 becomes 
empty. With the increased leak rate, the leaky bucket 
of source 2 is able to  return to  empty by the erid of the 
frame. The cell loss probability of subsequent, frames 
is not affected. This example demonstrates how CLB 
can reduce the cell loss probability by sharing the leak 
rate. It may seem, at this point, that  CLB will not 
be able to  detect violations effectively because it al- 
lows larger cell bursts to  enter the network. Simula- 
tion results given in section 3 demonstrate that  CLB 
can effectively lower the cell loss probability of "good" 
sources while a t  the same time penalizing kiolating 
sources with high cell loss rate. This will be discussed 
in more detail in section 3. 

For homogeneous traffic sources, the leak rate, as 
specified by equation (l),  can be achieved by imple- 
menting the leaky buckets as a polling system [12, 41. 
Figure 3 shows the polling system with n leaky buck- 
ets. The service rate of the server is deterministic and 
it is set to  n times the policed mean rate. 'The service 
discipline is round robin with one-limited service [12]. 
According to  this discipline, after serving queue k ,  the  
server will select queue (k+l )  modulo n for service. If 
the bucket selected is empty, the server wili imme- 
diately switch to  the next bucket until a nori-empty 
bucket is selected. This polling model guarantees that 
the leak rate of each bucket is a t  least the mean ser- 
vice rate when it is not empty. When a leaky bucket is 
empty, its allocated leak rate is evenly distributed to  
the other non-empty buckets. This method eliminates 
the leak rate calculations required every time when a 
queue becomes empty or non-empty. 

3 Experiments 

Simulation studies are conducted to  compare the 
performance of the CLB mechanism to  the LU mech- 
anism. A number of assumptions is made t,hroughout 
these simulation studies. They are described in the 
following subsection. 

Ccll Arriivsl M U X  Ccll Arrival T<)  MUX 

. . . . . . . . . . . . . . . . . . . . . . Leaky Buckets 

Leak Ralc = Tuial P o l ~ e d  Tralk Rdle 

Figure 3: Polling system implementation of the leaky 
buckets. 

3.1 Source Model 

We assume that  video traffic is produced by encod- 
ing subsequent video frames a t  a rate of 30 frames per 
second. The amount of information (number of bits) 
in a frame is generated according to  the first order 
Continuous State Autoregressive Markov Model (AR) 
[8]. This model provides a rather accurate approxi- 
mation of the bit rate of a single video source. The 
activity levels captured by the AR model are consis- 
tent with those encountered in the case of the picture- 
phone [8, 61. With AR, the number of bits per pixel 
for frame n ,  denoted by X(n), is given as follows: 

X(n) = aX(n - 1) + 6w(n) (3) 
where a and 6 are constants and tu(.) is a white Gaus- 
sian noise component with mean 77 and variance 1. 
Here we use the following values: a=0.8781, 6=0.1108 
and ~=0.!372. Assuming X(0) to  be 0, bit rate of 
the subsequent frames can be generated recursively 
by equation (3). The expected value, E(X),  of X(n) is 
0.52 bits per pixel. 

We use a channel speed of 155 Mbps. The number 
of pixels per frame is assumed to  be 250,000. These 
assumptions plus the facts that  there are 8 bits per 
byte and 44 bytes payload per cell give the following 
equation for the number of cells for frame R (denoted 
by L(n>>: 

L(n)  = 250000 = 710.23X(n) (4) 
8 x 44 

The expected value of L(n) is 710.23 x E(X) = 369.32 
cells/frame. The mean traffic rate is 369.32/30 = 
11079 .6 cells/second. 

Two different modes of cell arrival patterns are con- 
sidered: clustered (CF) and evenly distributed (EF). 
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In the C F  mode, cells within a given frame are clus- 
tered at the beginning of the frame. After the arrival 
of the last cell in the frame, the source remains idle 
until the beginning of the next frame. In the E F  mode, 
cells are evenly distributed within a frame. It  is obvi- 
ous tha t  CF produces a much bursty traffic compared 
to EF. The  LB mechanism should therefore perform 
better under EF. However, the additional delay intro- 
duced by E F  may not be tolerated by time critical 
traffic such as video conferencing. 

Frames from different sources can be either syn- 
chronized (SF) or unsynchronized (UF). In the case of 
SF, frames from different sources all start  at the same 
time. On the other hand. when UF is used, frame 
start  times are assumed to  be randomly distributed. 

3.2 Simulation Results 

The first set of simulations is conducted to  demon- 
strate the reduction in cell loss probability when CLB 
is used in place of LB. The traffic arrivals are gener- 
ated as described in the previous subsection and the 
number of incoming sources is varied from 1 to 64. 
Unless specified otherwise, the LB and CLB counter 
limits are set t o  450 for all the simulations to  be per- 
formed. The following four cases are considered: 
Case 1: Cells are clustered at the beginning of the 
frame; frames from different sources all start  at the 
same time. 
Case 2: Cells are evenly distributed in a frame; frames 
from different sources all start  at the same time. 
Case 3: Cells are clustered at the beginning of the 
frame; frame start  times are randomly distributed. 
Case 4: Cells are evenly distributed in a frame; frame 
start  times are randomly distributed. 

Case 1 is expected to  generate the most bursty traf- 
fic. The other three cases generate varying degree of 
burstiness as will be shown by the simulation results. 

Assume the cell loss probabilities obtained by using 
CLB to  be pclb. Also assume plb t o  be the cell loss 
probability when the same source (which has the same 
negotiated mean rate) is policed using LB. We define 
the normalized cell loss rate of CLB, denoted by R, as 
following: 

(5) 
p c l b  R= - 
Plb 

Figure 4 gives the normalized cell loss rate for cases 1 
to 4 as the number of sources is changed from 1 to  64. 

In all cases, the normalize cell loss rates drop as the 
number of sources increases when CLB is applied. As 
expected, the cell loss probabilities for both mecha- 
nisms are the same and the normalized cell loss rate is 

c a s e 1  -+- 
case2 +-- 
case, D 
case4 n 

0 8  

10 20 3 0  (0 5 0  60 
Number of 5OYr'es 

0 1  

Figure 4: Normalized cell loss rate. 

1 when there is only one source. No leak rate sharing 
can be done in this situation. As the number of sources 
increases, the normalized cell loss rate drops progres- 
sively. However, the drop is more significant when the 
number of sources is small. As can be seen in the 
graphs, the normalized cell loss rates are reduced by 
a much larger percentage when the number of sources 
is increased from 1 to  2 as compared to  the increase 
from 32 to 64. This allows the network to  capture most 
of the improvement due to CLB without requiring a 
large number of sources. In case 2,  the normalized cell 
loss rate is about 0.15 when the number of sources is 
64. The normalized cell loss rate is around 0.7 even 
when there are only two traffic sources. This set of 
simulations demonstrates the ability of CLB to take 
advantage of the statistical characteristics of bursty 
sources. The cell loss probabilities are drastically re- 
duced when compared to LB. However the mean rate 
of each source entering the network is enforced to the 
policed value. 

The  second set of simulations is conducted to 
demonstrate the fairness of the CLB mechanism. The 
C F  and SF modes are used in these simulations. Two 
values for the number of sources, 4 and 8, are used. 
In both cases, the bit rate of one of the sources is 
multiplied by a violation factor. 

Figures 5 and 6 present the results of this set of 
simulations. Here we evaluate a policing mechanism 
by measuring how close the traffic rate entering the 
network from the policed mean rate. The  effectiveness 
ratio (ER) is defined as: 
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Figure 6: Effectiveness ratio for 8 sources 

where A, is the traffic rate entering the networlk and A, 
is the policed mean rate. An ideal policing mechanism 
has an ER of 0. An ER value above or below 0 repre- 
sents insufficient or excessive cell drops, respectively. 
Figures 5 and 6 show the graphs of ER versus vio- 
lation factor for the two selected source counts. The 
ER for "good" traffic is negative and tha t  for violating 
traffic is positive when CLB is used. The ER remains 
negative for both traffic types when LB i:j used. For 
"good" traffic, the LB mechanism generates 30% and 
70% (for 4 and 8 sources, respectively) more cell losses. 
For violating traffic, LB performs better (closer to  0) 
when the violation probability is high. Inherently, LB 
is a good peak rate policer. I t  is therefore expected 
that  LB can enforce the traffic rate t o  very close to  
the policed value when the violation factor is high. 

As described in section 1, a method for reducing the 

unnecessary cell drops for the "good" traffic sources is 
to  multiply the policed traffic rate by an overdimen- 
sioning constant C 2 1. Under the assumptions de- 
scribed earlier, simulations show that  C values of 1.1 
and 1.2 are required for LB to  achieve similar "good" 
traffic cell loss probabilities as compared to  CLB when 
the number of sources is 4 and 8, respectively. It 
can be seen in the graphs that  the performance of 
LB is close to  that  of CLB when this overdimensioii- 
ing constant is added. However, LB mechanism with 
a C value higher than 1 can allow excessive number 
of cells into the network. A violating source can ef- 
fectively transmit at the policed mean rate, which is 
higher than the negotiated mean rate, for the dura- 
tion of the connection without being caught. This 
increases the cell loss probabilities of other sources a t  
the multiplexer and hence degrades the QOS of other 
connections. Besides, i t  is not generally easy to  select 
a C valule that  is good for all traffic conditions. In 
order for LB to  match the performance of CLB, a new 
C value is needed for each set of source parameters 
(such as number of sources, traffic rate, etc.) CLB, on 
the other hand, will never allow the combined traffic 
entering the network to  be higher than the total nego- 
tiated mean rate. The  additional bandwidth allocated 
t o  each source, "good" or otherwise, is the unneces- 
sary bandwidth from another source during its 'off' 
period. Ehen though more bandwidth is allocated to  
each traffic source as compared to  LB, this does not 
constitute any degradation to the QOS of other con- 
nections when all traffic streams share the same virtual 
path.  

The  third set of simulations is designed to  look into 
the effect of changing the counter limit on the cell loss 
probability for both the CLB and the LB mechanisms. 
As before, the number of traffic sources is set to  8 and 
the CF and SF modes are used. Traffic is generated 
according to  AR as before. There is no violating traf- 
fic source in this case. Figure 7 gives the simulation 
results as the counter limit is increased from 50 to 
2050. It can be seen that  the normalized cell loss rate 
is close to  1 when the counter limit is small. The cell 
loss probabilities for both mechanisms are very close 
to  each other when the counter limit is smaller than 
the average number of cells per frame. This is be- 
cause the buckets are too small to  accommodat,e the 
cell arrivals during most of the frames. The buck- 
ets stay full most of the time and several cells have 
to  be discarded regardless of whether CLB or LB is 
used. As the counter limit increases, the normalized 
cell loss rate drops significant. The  normalized cell 
loss rate constantly stays below 0.5 when the counter 
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Figure 7: Normalized cell loss rate as a function of 
counter limit. 

limit is larger than 500. This demonstrates the abil- 
ity of CLB to  take advantage of the bursty nature of 
the traffic when the counter limit is sufficiently large. 
Consequently, more buckets can return to  empty by 
the beginning of the next frame. The  number of cells 
that  can be accepted in the following frame is thus 
increased and hence reduces the cell loss probability. 

The  last set of simulations is used to  demonstrate 
the performance of CLB with heterogeneous traffic 
sources. Traffic is generated as described in subsec- 
tion 3.1. However, frame arrival rates of half of the 
sources are increased from 30 to  60 frames per second. 
We use the terms slow and fast to  identify the original 
and the modified traffic sources, respectively. The leak 
rate of each leaky bucket is set to  the mean arrival rate 
of the policed source. The  total number of sources is 
changed from 2 to 64 and the normalized cell loss rate 
are recorded for both traffic types. There is no violat- 
ing source in these simulations. Figure 8 gives the sim- 
ulation results. I t  can be seen tha t  the normalized cell 
loss rates for both traffic types are very close to  each 
other. The  normalized cell loss rates decrease as the 
number of traffic sources increases. Similar percentage 
gain in cell loss probability can be obtained regardless 
of the negotiated mean traffic rate of the sources. This 
demonstrated the ability of CLB to  obtain better cell 
loss probability in heterogeneous environment. 

4 Conclusions 

In this paper, we introduced a policing mechanism 
called Cooperating Leaky Bucket (CLB.) This mech- 
anism takes advantage of the bursty characteristic of 
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Figure 8: Normalized cell loss rate with equal number 
of fast and slow sources 

VBR video traffic sources to  improve the performance 
of the classical Leaky Bucket mechanism. CLB can 
reduce the cell loss probability when there exists a 
minimum of two traffic sources. The  improvement 
is more significant if more traffic sources are present. 
The CLB mechanism can decrease the cell loss prob- 
ability of "good" traffic sources, and hence increases 
the traffic rate entering the network. But a t  the same 
time, the CLB mechanism enforces the total traffic 
rate entering the network to below the total negoti- 
ated mean rate. CLB also penalizes violating traffic 
with high cell drop rate. The  cell loss probabilities 
for all traffic are guaranteed to  be as small as that  
produced by the LB mechanism. 

We have to  note, however, that CLB may not be ap- 
propriate for policing individual virtual circuit (VC) 
traffic. Congestion may be created a t  the switches 
where traffic streams from different CLB's merge. 
Currently, we are working on the extension of CLB 
mechanism for use in VC policing. This may be 
achieved by incrementing the bucket size by the ratio 
of current leak rate to  the policed leak rate when a cell 
arrives. This ratio is always equal to  1 for classical LB. 
The result presented in the paper is not intended as a 
final solution of the VBR video traffic policing prob- 
lem. We will investigate in combining CLB with other 
policing mechanisms to  achieve even better cell loss 
probability under various traffic parameters. The di- 
mensioning problem for CLB will also be addressed. A 
mechanism is needed to  select the appropriate bucket 
size and leak rate for a specific traffic source. 
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