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Abstract 

This paper describes the Shadow Cluster concept, a 
novel idea that can be used to improve the resource 
allocation and the call admission procedures in wire 
less networks. Shadow clusters can be used to allocate 
resources that need to be reserved for call hand-offs, 
and to determine if a new call should be admitted to 
a wireless network based on the call’s requirements 
and local traffic conditions. The shadow cluster con- 
cept is targeted for ATM-based wireless networks with 
a micro/n.ano-cellular architecture, where service will 
be provided to users with very diverse requirements. 
In these n.etworks, and as a consequence of the small 
cell sizes, mobile users will typically experience a high 
number of cell hand-offs during their connections’ life- 
time. ‘With shadow clust.ers, the quality of service of 
mobile calls can be improved by reducing the number 
of dropped calls during hand-offs, and by disallowing 
the establishment of new calls that are highly likely 
to later result in a dropped call. The framework of a 
shadow cluster system is completely distributed, and 
can be viewed as a message system where a mobile ter- 
minal informs the base stations in the neighborhood 
about i.ts requirements, position, and movement pa- 
rameters, so that the base stations project future de- 
mands, reserve resources accordingly, and admit onlv 
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those calls that can be supported adequately. In this 
paper, we describe how base stations define and main 
tain shadow clusters by multicasting probabilistic in- 
formation on the future position of their mobiles with 
active calls. In addition, we propose resource alloca- 
tion and call admission algorithms based on the infor- 
mation provided by the shadow clusters. 

Keywords: Shadow Clu&er, Active Mobile Probability, 
Resource Allocation, Call Admission. 

1 Introduction 

ATM technology has been introduced in wireline 
networks due to its intrinsic ability to handle trafhc 
with very diverse characteristics and requirements. It 
appears that wireless networks based on ATM technol- 
ogy will also be ideal for handling the traffic produced 
by emerging and future mobile applications. Not sur- 
prisingly, the expansion of ATlM to the wireless envi- 
ronment has already begun; several ,4TE&compatible 
wireless systems have already been proposed (1,2,4]. 
These and future ATM-compatible systems will con- 
sist of a wireless network connected to an .4TM wire- 
line infrastructure. The resulting hybrid network will 
enable a mobile terminal to access practically all of 
the services and applications available to terminals 
connected directly to a wireline network. Obviously, 
ATM-based wireless networks will be compatible with 
ATM-wireline networks only to a certain extent, pri- 
marily due to the limitations in the available band- 
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width and the high bit error rate of the wireless sys- 
tems. 

The bandwidth in a wireless network is perhaps the 
most precious and scarce resource of the entire com- 
munication system. It is of great importance to use 
this resource in the most efficient manner. A base sta- 
tion sometimes may need to reserve resources, even 
if this means denying access to a mobile terminal re- 
questing admission to the network, in order to keep 
enough resources to support active users currently out- 
side of its coverage area, but who may soon decide to 
emigrate to its cell. Thus, base stations must maintain 
a balance between two conflicting requirements: 1) 
maintain maximum resource (bandwidth) utilization, 
and 2) reserve enough bandwidth resources so that 
the maximum rate of unsuccessful incoming hand-offs 
(due to insufficient resources) is kept below an accept- 
able level. For the second requirement, t.he maximum 
rate of unsuccessful hand-offs can be established in 
terms of a Quality of Service (QoS) parameter, e.g., 
call blocking probability, that the network agrees to 
maintain. 

An accurate determination on the number of re- 
sources that a base station must reserve (to main- 
tain a certain call blocking probability) is likely to 
become-a very important issue in future wireless net- 
works. First, and in contrast to current systems, fu- 
ture wireless networks will support a wide range of ap- 
plications, each with its own bandwidth requirements. 
The demand on bandwith resources within a cell may 
change abruptly in a short lapse, e.g., video-voice and 
high rate data users entering or leaving a cell, while 
at present, it usually varies gradually, and thus, it is 
much easier to handle. Also, future wireless networks 
should provide customized QoS parameters (such as 
call blocking probability) on a per call and/or on a 
service basis. 

Issues and relationships between resource reserva- 
tion, channel assignment, call admission, and traflic 
intensity have been studied before [3,5,6]. Admis- 
sion control policies that determine the number of new 
voice or data users that are accepted in a packet radio 
network are presented in [6]. For these policies, voice 
users are accepted only if a long-term blocking proba- 
bility is satisfied, while data users are accepted only if 
the mean packet delay and the packet loss probability 
are maintained below certain levels. In [5], a “flexi- 
ble” channel assignment scheme is proposed based on 
the analysis of offered traffic distributions or block- 
ing probabilities. A distributted call admission control 
procedure is proposed in [3], which takes into consid- 
eration the number of calls in adjacent as well as in 

the cell where a new call request is being made, in ad- 
dition to the knowledge on the mean call arrival, call 
departure, and call hand-off rates. We propose the 
so-called “shadow cluster concept”, which is a pre- 
dictive resource allocation scheme that provides high 
wireless network utilization by dynamically reserving 
only those resources that are needed to maintain the 
call blocking probability (a QoS parameter) requested 
by the connection. The shadow cluster scheme is dy- 
namic and pro-active, i.e., the amount of resources to 
be reserved is determined “on-the-fly”, and the control 
functions on call admissions are aimed at preventing 
congestion conditions. In addition, the shadow clus- 
ter scheme is designed to operate in future ATM-based 
wireless networks. By using shadow clusters, the net- 
work’s quality of service can be improved by reducing 
the mnnber of dropped calls and by disallowing the 
establishment of new calls that are highly likely result 
later in a dropped call. Shadow clusters are best suited 
for wireless networks with a small cell size and with a 
high number of cell hand-offs during the life time of the 
average mobile connection. The shadow cluster con- 
cept is completely distributed; it can be implemented 
over the virtual connection tree described in [l], and 
requires some communication between a mobile’s base 
station and its neighbors. Since base stations will be 
linked by ATM switrhes that use high-bandwidth op- 
tical fiber, the amount of extra packets generated by 
the mechanism should be easily manageable by the 
wireline network. 

This paper is organized as follows. In Section 2, we 
describe physical and virtual reference architectures 
for an ATM-compatible wireless network. In Section 
3, we present a general description of the shadow clus- 
ter scheme. In Section 4, we study how shadow clus- 
ters can be used to estimate future resource demands 
in a cell. Also in this section, we present the active 
mobile probability concept, used by base stations to 
inform their neighbors about the probable future lo- 
cations of active mobiles in the network. Using the 
procedures outlined in Section 4, we develop a call ad- 
mission algorithm in Section 5. Finally, in Section 6 
we discuss some future research directions. 

2 ATM-Based Wireless Network 
Architecture and the Virtual 
Connection Tree 

A number of ATM-based architectures suitable for 
integrating wireless networks to a B-ISDN network 
have been proposed in recent years [1,2,4]. These ar- 
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A c- 
Figure 1: An ATM-Based Wireless Network Architec- 
ture 

chitectures typically consist of a backbone network 
structure with three hierarchical layers (from bottom 
to top): 11) Base stations with their associated mo- 
bile stations, 2) ATM multiplexers interconnecting a 
collection of base stations, and 3) ATM switches inter- 
connecting a collection of ATM multiplexers. The top- 
most layer is usually further divided into a sublayer of 
small ATM switches, and above them an ATM switch 
for the topmost sublayer. Some of the small ATM 
switches can be interconnected among them, and the 
access to the wireline B-ISDN is provided by the larger 
.4TM switch, which belongs to the wireline B-ISDN. 
An example architecture is shown in Figure 1. 

On top of this physical arrangement, a tirtzlal con- 
nection tree architecture is adapted in [l]. The virtual 
connection tree can be regarded as a tree where the 
root is the ATM switch providing access to the B- 
ISDN, while the leaves are the base stations served by 
the ATM switch. This virtual architecture is created 
when a mobile user tries to get access to the network 
by executing a call setup procedure. The process, if 
successful: establishes a virtual connection, and is ac- 
complished in two steps. First, the fixed portion of the 
virtual connection is established between the root of 
the tree (topmost ATM switch connected to the mo- 
bile’s base station) and the appropriate fixed point of 
the wired network (this is the same process already 
required in B-ISDN before being extended to mobile 
scenarios). Second, a virtual connection tree between 
the root and its leaves (the base stations connected 
to the ,4TM switch) is established by assigning two 

sets of virtual circuit numbers (VCNs). These num- 
bers define the paths between the root. and each one 
of the base stations attached to that root. Two sets o:f 
numbers are required because each link requires two 
VCNs (one for each direction). In any case, for each 
active call, only two VCIs (for the uplink and down- 
link connections with the base station chosen by the 
mobile) are in use at any time. 

Once its connection demand in the wireless portion 
of the network is admitted, a mobile user can freely 
hand-off to any base station within the virtual con 
nection tree. -4s long as handoffs occur in cells that 
are within a given connection tree, no significant ad- 
ditional processing and delay overheads are implied. 
The mobile only needs to use the corresponding pair 
of VCNs that have been reserved for the mobile in 
that cell. However, when a mobile crosses connection- 
tree boundaries, the previously described call set up 
procedure must be executed again to establish a new 
connection tree, just as is the case when a new mobile 
wants to enter the network. In the following section, 
we describe how the shadow cluster concept uses vir- 
tual connection trees. 

3 The Shadow Cluster Concept 

Consider a micro/nano-cell wireless network sys- 
tem that can support mobile terminals running ap- 
plications that demand a wide range of bandwidth re- 
sources. Mobile users can freely roam within the net- 
work’s coverage area, and experience a large number 
of hand-offs during a typical connection. The wireless 
network users expect good quality of service from the 
system, e.g., small connection set up times, low delays, 
and small call dropping and packet loss probabilities. 
The wireless network has to provide the level of re- 
quested service even if an active mobile user moves to 
a crowded cell. When this happens, the corresponding 
base station must provide the expected service even if 
this implies denying network access to new connection 
requests. Ideally, base stations should deny network 
access to certain connection requests only when it is 
strictly necessary. This constitutes a problem that 
could only be optimized if knowledge were available 
regarding the future movement and holding times of 
the active mobiles1 in the wireless network, as well as 
the future movements and holding times of the mobiles 
with connection requests. Like in similar problems, so- 
lutions close to the optimal can be obtained by using 

‘By active mobile, we mean a mobile that has a wireless 
connection and is consuming wireless resources. 
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Figure 2: Shadow Clusters Produced by Two Sample 
Mobiles 

knowledge of paat events to predict future behavior. 

The fundamental idea of the shadow cluster scheme 
is that every mobile with an active wireless connection 
establishes an influence upon the cells (and their bade 
stations) in the vicinity of its current location and ita 
direction of travel. As an active mobile travels and 
hand-offs to other cells, the region of influence also 
moves, following the active mobile to its new location. 
The base stations (and their cells) currently being in- 
fluenced are said to conform a shadow cluster, because 
the region of influence follows the movements of the 
active mobile like a shadow, as shown in Figure 2. 
The shadow (and therefore the level of influence) is 
strongest near the active mobile, and fades away as a 
function of factors such as the distance to the mobile, 
current call holding time and priority, bandwidth re- 
sources being used, and the mobile’s current trajectory 
and velocity. Because of these factors, the shape of a 
shadow cluster is usually not circular and can change 
over time. 

We say that the center of a shadow cluster is not the 
geometric center of the area described by the shadow, 
but the cell where the mobile is currently located. We 
also refer to this cell as the mobile’s current home cell. 
A bordering neighbor is a cell that shares a common 
border with the shadow cluster’s center cell. In con- 
trast, a nonbordering neighbor cell, although being a 
part of the shadow cluster, does not share a border 
with the shadow cluster’s center cell. In a manner 
consistent with the above definitions, we also use the 
terms current home base station, bordering base sta- 
tion, and nonbordering base station. Conceptually, the 
amount and “darkness” of the shadows that cover a 
cell (as shown in Figure 2) reflect the amount of re- 
sources that the cell’s base station needs to support 
the active mobiles currently in its own and in neigh- 

boring cells. With this information, base stations can 
determine, on an individual basis, if new call requests 
can be supported by the wireless network. In practice, 
a shadow cluster is a virtual message system where a 
base station informs its neighbors about the probabil- 
ity that its active mobiles will move to their neighbor 
cells in the future. With this information, neighbor 
base stations project future demands and reserve re- 
sources accordingly. Base stations reserve resources 
by denying network access to new call requests, and 
by waiting for active mobiles to end their calls. 

The decision process for the acceptance of a new 
call request also involves a shadow cluster. Every new 
call request results in the implementation of a tenta- 
tive shadow cluster, and the establishment of one or 
more virtual connection trees, where two or more vir- 
tual connection trees are required if the shadow cluster 
falls over two or more disjoint virtual connection trees. 
Base stations exchange information on their new call 
requests, and decide, based on this and other informa- 
tion, which requests should be accepted and which re- 
quests should be denied. When implementing shadow 
clusters, it is important to consider that the amount 
of information shared among neighbor base stations 
should be limited, so that the wireline network is not 
overburdened with control messages. In practice, after 
the existence of a mobile call has been reported, only 
a limited amount of information needs to be shared. 

When an active mobile hand-offs to another cell, 
the shadow cluster moves. After a hand-off, all of the 
base stations within the old shadow cluster must be 
notified about this movement, and the mobile’s new 
current base station has to assume the responsibility 
of supplying the appropriate information to the base 
stations within the new shadow cluster. In addition, 
new virtual connection trees may need to be estab- 
lished if the new shadow cluster falls over cells that 
belong to a virtual connection tree different from the 
one(s) already established for the call. Likewise, if the 
shadow cluster no longer falls over a virtual connection 
tree previously used by the call, this virtual connec- 
tion tree is torn down. Base stations that were in an 
old shadow cluster but that are not in a new one must 
delete any entries corresponding to the active mobile 
establishing the shadow cluster, and free reserved re- 
sources if appropriate. Base stations that enter into a 
shadow cluster that has recently moved must be given 
appropriate information on the shadow cluster’s ac- 
tive mobile, such as the respective QoS requirements, 
e.g., bandwidth demands, and any other useful infor- 
mation, e.g., the wireless connection’s elapsed time, 
for the new shadow cluster. 
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4 Resou.rce Demand Prediction and 
Sha.dow Clusters 

A concept central to the implementation of shadow 
clusters is the projected probability that an active mo- 
bile will be in a certain cell at a particular time. We 
explore this issue as well as a procedure to establish 
future resource demands in this section. 

4.1 Ac:tive Mobile Probability 

In a wireless network that is implementing shadow 
clusters, every base station must inform its neighbors 
about the future location probabilities of each of the 
active mobiles currently under its control. For each 
active mobile, only those base stations that belong to 
that particular mobile’s shadow cluster are informed 
about these probabilities. The information that each 
base station receives consists primarily of the probabil- 
ities that active mobiles will be in that base station’s 
cell at future times. 

Consider a wireless network where time is dis- 
cretized in steps of length r. Let j denote a base 
sbation in the network, where j E J, and J is the 
set of all base stations in the network. Since there is 
a one-to-one correspondence between the set of base 
stations and the set of cells in the wireless network 
being considered, we use the same notation to denot.e 
the cells in the network. Let i be a mobile with an 
active wireless connection, where i E I, and I is the 
set of all active mobiles at t,he present time. Exclud- 
ing the current home base station, the set of base 
stations that form the shadow cluster of active mo- 
bile i is denoted by K(i), where k E K(i) is one 
of the base stations that form the shadow cluster. 
If active mobile i is currently under the control of 
base station j, then it is the task of this base station 
to determiine the projected active mobile probabilities 
Parn(i,j,k,T) = {P~,(i,j,k,tl), P,,(i,j,k,tz), . . . , 
J-‘a&j,k,tn)) th a mobile i, currently in cell j, will t 
be active in cell k (and therefore under the control of 
base station k) at times tl, t2, . . . , t,. Thus, the active 
mobile probabilities P,, are the projected probabili- 
ties that a mobile will remain active in the future and 
at a partic:ular location (within the shadow cluster). 

The parameters Pam(i, j, k, r) can be interpreted 
as the percentage of the total amount of resources cur- 
rently being used by mobile i that base station j rec- 
ommends ,to base station k to have available at times 
t1,t2 , . . . , t, in the event that active mobile i advances 
to cell k. As time goes on, mobile i’s current home 
base station recomputes and refines the estimates on 

the probabilities Pam(i, j, k, T), and sends the respec- 
tive updates to all base stations within the shadow 
cluster K(i). Active mobile probability estimates for 
the short term future are likely to be more accurat.e 
than the corresponding estimates for the distant fu- 
ture. Also, bordering neighbor base stations as well 
as the base stations that are near the most probable 
paths of the active mobile are likely to receive more 
active mobile probability points and updates than the 
rest of the base stations in the active mobile’s shadow 
cluster. In general, the further the base stat.ion is from 
the active mobile, the less information and updates it 
is likely to receive. 

Evident.ly, the probability that active mobile i, cur- 
rently in cell i, will be in cell k at times tl, t2,. . . , t,, 
constitutes a random process that is a function of sev- 
eral parameters. The more knowledge about the dy- 
namics of a mobile (past and present) and call holding 
patterns, the more complex and accurate the proba- 
bility function is likely to become. For example, if 
precise knowledge about the current dynamics of a 
mobile is available, the active mobile probability be,- 
comes a function of the position, velocity, and acceler- 
ation vectors of the mobile. The active mobile prob.- 
ability function can also be refined with information 
such as the mobile’s past history, and with detailed 
knowledge of the geographical features of the region 
where the mobile is currently located. For example, 
if the mobile’s position coincides with that of a high- 
way, both the mobile’s general velocity and direction 
can be predicted to a certain extent. 

Next, we proceed to describe in detail how the ac- 
tive mobile probabilities Pam can be used to determine 
the amount of resources required by a base station, so 
that most current active mobiles within the base sta-- 
tion’s cell and nearby cells can engage in successful 
hand-offs. 

4.2 Resource Demand Calculations 

Consider a simplified wireless network system 
where the principal responsibilities of a base station 
are to provide (with a reasonable probability of suc- 
cess): 1) successful1 incoming hand-offs from active 
mobiles with different bandwidth requirements, and 
2) that if a new connection request is accepted by the 
base station, it will not be dropped soon due to a lack 
of bandwidth resources in nearby cells. In this section, 
we show how the shadow cluster concept can help with 
these objectives by predicting the amount of resources 
that a station will require in its near future. 

We consider that every base station has a total of 
Ct bandwidth units (BU), where a bandwidth unit is 
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the minimum amount of (uplink) bandwidth that can 
be assigned to any mobile user. .For example, while a 
voice call user may require the least bandwidth, i.e., a 
single BU, a video mobile terminal will likely require 
several BUS. The parameter Ct comprises the number 
of free bandwidth units Cf and the number Cu of 
bandwidth units that are currently being used. The 
number of free and “used” BUS varies over time. Their 
relation with the total number of BUS is 

et(t) = Cu(t) + Cf (t) (1) 

Here, we consider that the parameter Ct is con- 
stant, over time. However, the approach that we pro- 
pose next can be extended to include values of Ct 
that change over time. The number of bandwidth 
units being used in a cell changes over time. When a 
base station receives hand-off requests, it has to honor 
them as best as possible, trying to maintain the num- 
ber of dropped calls to a minimum. Dropped calls 
are generally the result of cell overloading, a condi- 
tion characterized by an excessive number of active 
users that results in an insuficient number of free re- 
sources left in a cell receiving a hand-off. Since a base 
station cannot control neither the number of hand-off 
requests nor the number of call disconnect requests, 
the best mechanism available to the base station to 
prevent/reduce overloading is to limit the number of 
newly accepted connections. Obviously, drastic mea- 
sures could be taken, i.e., a wireless connection can 
be either terminated prematurely or dropped during 
a hand-off, but should be avoided as much as possible 
so as to keep a good quality of service. 

Using information provided by shadow clusters, 
each base station can obtain estimates on the num- 
ber of BUS that are going to be used in the near fu- 
ture, considering only the current active mobiles in the 
wireless network. Based on these estimates, base sta- 
tions can then decide, using a distributed algorithm, 
whether or not to accept new connection requests. 

Assuming that an active mobile cannot enter or exit 
a cell multiple times within the time interval being 
considered, we observe that an active mobile that is 
in a reference cell has three possible outcomes: 

l It can remain active and stay within the reference 
cell. 

l It can terminate the connection without leaving 
the cell. 

l While active, it can move to neighbor cells. 

Likewise, an active mobile currently within a neigh- 
bor cell but moving towards a reference cell has three 
possible outcomes: 

l It can move to the reference cell and stay active 
in t.his cell. 

l It can enter the reference cell briefly and then 
exit. 

l It can enter the reference cell and end its connec- 
tion. 

Based on these observations, we can determine 
the components for an estimate on the number of 
BUS Cuj’(t) to be used by base station j at times 
t1,t2,t3,--- _ ,t (where t2 - tl = T,t3 - t2 = r,...) by 
using: 

CUj’(t) = CUj(to) - Cllf(t) - CUfl(t) (2) 
+Cty(t) - Cuj”(t) - Cur(t) 

Let c(i) denote the number of BUS being used by ac- 
tive mobile i, and let also 

denote the total active mobile probability that active 
mobile i, currently in cell j, will be active in cell k 
within the time interval [tl, t]. Then, the terms of 
CUT(t) can be determined according to: 
Cuj(to), the initial number of busy BUS, is a known 
quantity. 

cqt> y c (4) 
iE Ij 

( 
I- Ptot(i,j,j, t) - CkEKci) &t(i,ik,t) 

> 
49 

where Cuf(t) is the number of BUS that become free 
by active mobiles that end their calls within the time 
interval [tl, t]. In Eq.(4), Pt,i(i,j,j, t) is the total ac- 
tive mobile probability that a mobile remains active 
and in cell j within the time period [tl, t]. 

Cuf’(t) = c c &t(i, j, k, t)c(i) (5) 
iEIj kEK(i) 

where Cuf’(t) is the number of BUS that become free 
by active mobiles that emigrate from cell j to border- 
ing cells within the time period [tl, t]. 
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Cuf”(t) = c P*,t(i, k, j, t)c(i) (6) 
ieIj 

where Cujrr(t) is the number of BUS that become 
busy due to hand-offs by external mobiles within cell 
j in the time period [tl, t], and 1j c I is the set of all 
active mobiles within cell j. 

Cuf”(t) = c c JLdi, i k t)c(4 (7) 
i@Ij,jEK(i) kCK’(i) 

where r%::“(t) is the number of BUS that become 
free by external active mobiles that enter and leave 
the refererrce cell within the time interval [tr,t], and 
K’(i) E J is the set of all cells where an external active 
mobile ma:, be found at time t after briefly transiting 
through the reference cell. 

where Cur(t) is the number of BUS that become free 
when an external mobile enters the reference cell and 
terminates its wireless connection within the time in- 
terval [ti, t], and 

where cr is a function that determines the probability 
that an external active mobile, after entering a ref- 
erence cell., will terminate its connection before the 
time interval [ti, t]. Arguments of the cy function in- 
clude the total active mobile probability P,,,(i, k, j, t) 
that an external active mobile i will move to the ref- 
erence cell j, a connection class description M(i) of 
active mobile 5, e.g., video, audio, voice, and the total 
elapsed time Et(i, t) of the call at time t. 

The call admission algorithm is applicable to both 
mobile-initiated calls and calls initiated by users con- 
nected to the wireline network (assuming that the tar- 
get mobile has already been located). Without loss 
of generality, we explain the call admission algorithm 
from the perspective of base station j. Let c(i’) de- 
note the number of BUS that mobile i’ is requesting 
for admission to the wireless network. The sequence 
of steps that base station j executes in every time slot 
is the following: 

From Eqs. (3)-(8), it is clear that base stations do 
not need to transmit individual values of active mobile 
probabilities Pam(i, j, k, t) to their neighbors; rather, 
they only need to transmit values that correspond to 
sums of products, i.e., active mobile probabilities Pa, 
multiplied by the number of BUS c(i) being used. 

Ideally, each base station recomputes these esti- 
mates at each time step, and determines the values 
for the expected BU occupancy values for the next 

t1,t2,... ,t steps, i.e., Cu;(ti), Cuj’(t2), . . ., Czlj’(t) by 
using recursion. When these estimates are obtained, 
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1. Base station j gathers call connection requests 
from mobiles within its cell. Each received request in- 
cludes a description of the desired QoS parameters and 
the number of BUS being requested for t.he call. The 
base station checks if its current resources and current 
physical environmental conditions can support the re- 
quested parameters, e.g., for requesting mobile i’, base 
station j checks if c(i’) 5 Cfj(to). If it is evident that 
one or more of the requirements from a given mobile 
user cannot be satisfied, the request is immediately 
turned down. If Ci, c(i’) > Cfj(to), the decision of 
which connection requests should be turned down is 
resolved later. 

a base station j can determine the estimates for the 
number of free BUS Cfj^(tr), C!T(tz), . . ., Cfj’(t) for 
thenext ti,tz,... , t time steps simply by using 

Cfj*(t) = Ctj - CUT(t) (10) 

Rote that t.hese estimates are based on only the 
current active mobiles in the network, and considering 
that no new connection requests are accepted during 
the time interval [tl, t]. If the estimates for G’(t) 
yield values smaller than Ct, then the base stations 
will be able to admit new active mobiles to the wireless 
network. In the following section, we use the estimates 
developed in Eqs. (2)-( lo), and propose a decision 
algorithm for the acceptance of new mobiles to the 
wireless network. 

5 Call Admission Algorithm Based on 
Shadow Clusters 

The call admission algorithm is implemented in a 
distributed fashion, with every base station exchang- 
ing information with its neighbors continuously. As 
before, we assume that time is discretized in slots of 
length 7. Also, we assume that new call requests are 
reported at the beginning of each time slot, and that a 
decision regarding an admission request is made some- 
time before the end of the same time slot where the 
request was received. 



2. Base station j defines a shadow cluster K(i’) 
for each mobile i’ making an admission request,, and 
informs the base stations within the corresponding 
shadow clusters about these requests. The base sta- 
tion also informs its neighbors about the prelimi- 
nary active mobile probabilities and the number of 
requested BUS for each of the mobiles making the call 
requests. 
3. Base station j receives the preliminary active mo- 
bile probability estimates and number of requested 
BUS from neighbor base stations, which have previ- 
ously received their own admission requests. Base sta- 
tion j receives this information only if it is within the 
shadow cluster of a new connection request currently 
in another cell. Based on the active mobile proba- 
bilities from its own new requests, and on the new 
requests in neighbor cells, base station j computes oc- 
cupancy estimates Oej(t) for the future tl, t2,. . . t time 
steps by using the following expression: 

Oej(t) = (11) 

Eq. (11) gives an indication on the base station’s 
free BU utilization expectancy for each of the next 

t1,t2,... t steps if all of the new call requests in the 
wireless network at time to were accepted. The higher 
the value of Oej (t), the more likely a mobile in cell 
j will have bandwidth resources available at time t. 
Base station j distributes the occupancy estimates 
Oej(tl), Oej(t2) ,... Oej(t) among the base stations 
that sent earlier data about their own new connec- 
tion requests. Conversely, base station i receives occu- 
pancy estimates from all base stations that fall within 
the shadow clusters of base station j’s new call re- 
quests. Note that if a given base station k: is part 
of two or more shadow clusters defined by connection 
requests in cell j, then base station j receives only a 
single set of occupancy estimates from base station k. 
4. After having collected occupancy estimates from 
neighbor base stations, base station j computes .qurviv- 
ability estimates Sej(i’, t) for each new mobile i’ mak- 
ing a connection request in cell j. The survability es- 
timate of mobile i’ for the next t time steps tl, t2,. . . t 
can be calculated from 

Sej(i’, t) = (12) 
Oj(t)Ptot(i’v j,.iv t) . flkEK(it) Oedt)&t(i’, j, k, t) 

In Eq. (12), equal treatment is given for all con- 
nection requests regardless of the number of BUS be- 

ing requested. However, Eq. (12) can be adjusted 
to give preference to new connection requests with 
multiple BUS. The higher the value of Se(i’, t), the 
more likely mobile i’ will survive at times tl, t2,. . . t 
. Thus, mobiles with higher values for their surviv- 
ability estimates should be accepted more often than 
mobiles with lower values. The preliminary decision 
on whether to accept or reject a connection request 
is handled by a decision function R(Se(i’, t), Q+(C))? 
where Q+,(i’) is the dropping probability QoS param- 
eter requested by mobile i’. R() should be defined 
so as to favor the acceptance of mobiles with higher 
overall survivabilit,y estimates, provided that the re- 
quested dropping probability parameter is satisfied. 
a() should be optimized so that the network achieves 
maximum occupancy with an acceptable number of 
dropped calls. If in a given base station, and after 
the preliminary acceptance decisions, it is found that. 
the total number of requested BUS exceeds the current 
number of free channels, then the request(s) with the 
smallest value(s) for the survivability estimate is(are) 
dropped. This procedure is followed provided that for 
each of the other accepted calls, a viable connection 
can be established through the wireline network. 

6 Conclusions and Future Research 

Shadow clusters are likely to be most useful in fu- 
ture wireless networks with small cells, with irregular 
and time varying traffic loads, e.g., time varying “hot 
spots’, and an average high number of cell hand-offs 
per call. 

We have shown algorithms that can be used to im- 
plement shadow clusters. These algorithms presume 
knowledge about the probability that a mobile will be 
active in a given cell and at particular times. The ac- 
curacy in determining these probabilities depends on 
the amount of knowledge that is available about the 
mobiles. In future work we plan to explore methods to 
determine active mobile probabilities Pam based on 
the information type available about a mobile. Since 
the effectiveness of the shadow cluster concept de- 
pends on the accuracy in the determination of the ac- 
tive mobile probabilities Pam, at present time it is not 
possible to quantitatively evaluate the performance of 
the shadow cluster concept. 

More accurate results could be obtained if in the 
shadow cluster’s equations other probabilistic mo- 
ments, e.g., variances, were used. Unfortunately, as 
a tradeoff, the additional probabilistic information 
would also add complexity to the algorithms, result- 
ing in higher communication burdens on the wireline 
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network, and requiring higher processing capabilities 
on the base stations. 

The call admission algorithm proposed in this pa- 
per usually favors t.he admission of mobiles that have 
a relaxed call dropping probability over those that re- 
quire a stringent call dropping probability. In future 
work we also plan to improve the fairness of this algo- 
rithm. 
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