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Abstract—Congestion control and reliable data delivery are two
primary functions of the transport layer in wired and wireless
networks. Wireless sensor networks (WSNs) are a special cat-
egory of wireless ad hoc networks with unique characteristics
and important limitations. Limitations concern their resources,
such as energy, memory, and computational power, as well as
their applications. Due to these limitations and characteristics,
the Transmission Control Protocol (TCP), the legacy protocol that
implements congestion control and reliable transmission in the
Internet, cannot apply to WSNs in its traditional form. To deal
with this unavailability of a standard solution, many efforts are
taking place in this area. In this paper, we review, classify, and
compare algorithms, protocols, and mechanisms that deal directly
with congestion control and avoidance in WSNs.

Index Terms—Wireless sensor networks (WSNs), congestion
control, congestion avoidance, reliable transmission.

I. INTRODUCTION

W IRELESS SENSOR NETWORKs (WSNs) are wireless
networks consisting of spatially distributed autonomous

devices using sensors to cooperatively monitor physical or
environmental conditions, such as temperature, sound, vibra-
tion, pressure, motion, and pollutants, among others, at dif-
ferent locations [1], [2]. Applications using sensors are being
increased. A wide range of them is now deployed in civilian
areas like habitat observation [3], [4], health monitoring [5],
object tracking [6], [7] etc. Intense study has been carried out
concerning many aspects of WSNs especially in the physical
layer [8], [9], MAC layer [10]–[12], and network layer [13]–
[16]. Lately, the problem of congestion control and avoidance
has also attracted a lot of attention. Many research efforts exist
in literature that justify the need of congestion control in WSNs.
Papers like [17] argue on this issue and provide numerical
results, while a number of other documents like [18] and [19]
analyze and provide specific solutions on this problem.

In recent years, there have been a small number of survey stu-
dies either focusing directly on congestion control approaches
for wireless sensor networks [20]–[22], or dealing with con-
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gestion control as part of transport protocols [23], [24]. The
three survey studies focusing on congestion control approaches
are quite limited in content, covering only a very small subset
of papers which, in some cases ([20] and [22]), are outdated.
Furthermore, the three aforementioned surveys do not provide a
critical evaluation of any of the presented approaches, avoiding
to address and discuss the strengths and weaknesses of each
approach. However, it is worth noting that [22], provides a
basic classification of the presented approaches based on the
flow direction, the loss recovery control and the congestion
notification. The other two survey papers describing the basic
design criteria and challenges of transport protocols for WSNs,
provide guidelines towards controlling (avoiding or mitigating)
congestion in WSNs. Also, the papers emphasize on quality of
service and reliability. In [24], a quite limited number of exist-
ing congestion control approaches are mentioned. On the other
hand, [23] covers a larger set of congestion control approaches,
while providing differentiation based on congestion detection,
congestion notification, and congestion mitigation mechanisms.
However, the last two papers are considered outdated since
a considerable number of congestion control approaches have
proposed over the last few years. Recent efforts like [25] focus
on congestion control techniques for constrained environments,
while [26] reviews a limited number of congestion control
protocols.

The contribution of this paper is as follows. Initially, this
paper aims at providing a comprehensive survey of a significant
number of congestion control approaches proposed for WSNs.
In particular, the paper addresses and discusses the characteris-
tics as well as the strengths and weaknesses of each approach.
Furthermore, the paper provides a wide range of classifications
among the different congestion control approaches based on
the way: a) congestion is detected, b) congestion is mitigated,
c) congestion notification is performed, and d) congestion can
be avoided. Finally, this work discusses and attempts to provide
specific directives to the readers for the design and development
of new congestion control algorithms.

The paper is structured as follows: Section II provides a case
study that motivates congestion control, while Section III de-
scribes the problem of congestion in WSNs, providing informa-
tion on how and where congestion occurs. Section IV provides
insights on the topics of congestion avoidance, congestion miti-
gation, and reliable transmission and classifies the twenty-eight
examined algorithms based on the control scheme employed.
Section V presents an additional classification, based on the
mechanisms used for detection, notification, mitigation, and
avoidance. Section VI identifies common performance evalua-
tion metrics used in the literature, while Section VII provides
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Fig. 1. Typical congestion appearance scenarios in WSNs.

a short review of each of the examined algorithms, high-
lighting each mechanism’s important characteristics. Finally,
Section VIII presents a discussion for this survey, while
Sections IX and X provide a view of the future directions and
the concluding remarks respectively.

II. MOTIVATION

In this section we provide a case study with which we
motivate the problem of congestion control in WSNs and then
we explain how reliability and fidelity along with other applica-
tion metrics, like data freshness and availability, are improved
because of congestion control.

In particular, in Fig. 1, we illustrate the most representative
examples of congestion occurrence in WSNs: buffer overflow
and link collision. Based on the topology and the placement of
nodes in WSNs, both types of congestion may occur.

Buffer overflow occurs when a node receives data with a
higher data rate than it can transmit (node A in Fig. 1). In
this situation it is easy to understand that packet drops will
occur. Such an event affects negatively the application, since the
throughput is restricted to the maximum data rate of node A.
Moreover, as a result of these packet drops, node A and all
nodes transmitting to it, waste their power without any benefit
to the application, while it is possible to finally exhaust their
power and a routing hole to appear at that part of the network.
Energy and routing holes can severely affect the ability of the
network to perform and can easily reduce its lifetime and over-
all availability. To overcome this situation a congestion control
algorithm can either reduce the data rate of the transmitting
nodes in order to cope with the data rate on node A, thus
preventing wasting energy due to dropped packets, or it can re-
route excess packets through alternative paths, which in turn
leads to increased throughput at the sink, often assisting the ap-
plication have a better idea of the monitored event (fidelity) and
a higher reliability to the application due to lower packet loss.
In either case, the application will be significantly benefited,
either with continuous and on-time delivery of data, or with
higher throughput, or by avoiding routing holes that decrease
network lifetime.

On the other hand, when link collisions occur, node B in
Fig. 1, receives a limited number of packets, even though its
neighbor nodes transmit with full data rate. In this case, the sink
receives a limited number of packets and the reliability of the
application may be affected. In this case a congestion control
algorithm that focuses on the MAC layer can be employed to
help coordinate the access to the medium in order to avoid
collisions. Thus, the throughput of the sink increases, while no
energy is wasted due to dropped packets.

Fig. 2. Congestion in WSNs.

In the next section we provide a more detailed explanation
of the causes of congestion in WSNs and extract more detailed
conclusions on the network-level metrics affected.

III. CONGESTION IN WSNs

A node in a wireless sensor network (WSN) is a small em-
bedded computing device that interfaces with sensors/actuators
and communicates using short-range wireless transmitters.
Such nodes act autonomously but cooperatively to form a
logical network in which data packets are routed hop-by-hop
towards management nodes, typically called sinks or base
stations. A WSN comprises a potentially large set of nodes
that may be distributed over a wide geographical area, indoor
or outdoor. Wireless sensor networks enable numerous sensing
and monitoring services in areas of vital importance such as
efficient industry production, safety and security at home, and
in traffic and environmental monitoring. Traffic patterns in
sensor networks can be derived from the physical processes
that they sense. Sensor networks typically operate under light
load and suddenly become active in response to a detected or
monitored event. Depending on the application, this can result
in the generation of large, sudden, and correlated impulses of
data that must be delivered to a small number of sinks without
significantly disrupting the performance (i.e., fidelity) of the
sensing application. This high generation rate of data packets
is usually uncontrolled and often leads to congestion. In this
state, collisions occur in the medium or in case of existence of
an effective MAC protocol, the node buffers overflow [11], [16],
resulting in random drops of data packets and increased delay.
Dropped packets are a major handicap for these networks since
they result in severe energy consumption [27]. In the case that
no countermeasures are taken, the power of congested nodes
can be exhausted leading to the creation of routing “holes” in
the network.

Congestion in WSNs can be classified in two major cate-
gories concerning how packets are lost and where in the net-
work congestion is taking place [28] (Fig. 2).
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A. How Packets Are Lost

1) Packet Collisions in the Medium: In a particular area,
many nodes within range of one another attempt to transmit
simultaneously, resulting in losses due to interference and
thereby reducing throughput of all nodes in the area. We note
that explicit local synchronization among neighboring nodes
can reduce this type of loss, but cannot eliminate it completely
because non-neighboring nodes can still interfere with the
transmission.

2) Packet Drops Due to Buffer Overflow: Within a partic-
ular node, the queue, or buffer, used to hold packets to be
transmitted, overflows. This is the conventional definition of
congestion, widely used in wired networks. In this case, nodes
receive packets with a higher rate that they can transmit.

B. Where Packets Are Lost

1) Hotspot Near Source—Source Congestion: Densely de-
ployed sensors generating data packets during a critical event
will create hotspots very close to the sources (e.g., within one
or two hops). In this case, localized, fast time-scale mechanisms
capable of providing backpressure messages from the points of
congestion back to the sources would be effective for immediate
traffic control until the congestion is alleviated by other means.
Also local de-synchronization of sources and resource provi-
sioning techniques (resource control) would be effective too.

2) Hotspot Near the Sink-Sink Congestion: Even sparsely
deployed sensors that generate data at low data rates can
create hotspots in the sensor field, but likely farther from the
sources, near the sink. Fast time-scale resolution of localized
hotspots using a combination of localized back-pressure and
packet dropping techniques would be more effective in this
case. Source nodes may not be involved in the backpressure
because of the transient nature of the problem in this situation.
Also an effective way of alleviating sink congestion is to deploy
multiple sinks that are uniformly scattered across the sensor
field and, therefore, balance the traffic between these sinks.

3) Forwarder Congestion: A sensor network will have more
than one flow (sink-source pair), and these flows will intersect
with one another. The area around the intersection will likely
become a hot spot. In a tree-like communication paradigm,
every intermediate node in the tree can suffer from forwarder
congestion. Compared to the other congestion locations, for-
warder congestion is far more challenging, because it is very
difficult to predict the intersection points due to the network
dynamics. In this case, even sparsely deployed sensors gen-
erating data will create both transient and persistent hotspots
distributed throughout the sensor field. A combination of fast
time scale actions to resolve localized transient hotspots, and
closed loop rate regulation of all sources that contribute toward
creating persistent hot spots seems to be effective. Resource
control techniques could be used when traffic control methods
cannot meet the application’s requirements.

IV. CONTROL SCHEMES

Generally, algorithms that deal with congestion in WSNs
can be initially classified in three major categories. These are:
Congestion Control, Congestion Avoidance, and Reliable Data

Fig. 3. Initial classification of congestion algorithms in WSNs.

Transmission (Fig. 3). Although there are not clear and explicit
boundaries between these three categories, we attempt a first
classification of algorithms based on this set. In this work
congestion mitigation algorithms are considered the algorithms
that take reactive actions when congestion arises in the network
and their target is to control it. These algorithms normally
involve MAC and network layer operations, and in some cases
they also use transport layer actions.

Congestion avoidance algorithms are considered as the al-
gorithms that take actions in order to prevent congestion from
happening. These algorithms normally involve MAC and net-
work layer operations.

On the other hand, reliable data transmission algorithms are
the algorithms that, besides their effort to control congestion in
a network, also attempt to recover all or part of the lost infor-
mation. These algorithms normally apply when all information
is critical for the application and usually involve transport layer
mechanisms.

Generally, the presence of congestion means that the load
is (temporarily) greater than the network resources can handle
in such way that resources become depleted. In such a case the
following control schemes may be used: control the load (traffic
control), increase the resources (resource control), or employ
MAC layer enhancements. MAC layer enhancements could
help more in the direction of interference-based congestion
(packets collision in the medium). If the packet generation
rate is sufficiently small, simultaneous transmission of packets
becomes independent of the rate. Rather, it depends on the time
at which each node generates the packet. A good way to reduce
this type of congestion is to perform phase shifting an observa-
tion made by authors in [11]. Small amounts of phase shifting
can be performed by introducing slight jitters at the data-link
layer. In [11] the application layer itself also introduces phase
shifts. While jittering at the data-link layer aims to cause small
transmission variations between neighboring nodes, we think,
that phase shifting at a higher layer can be achieved on a larger
time scale. To handle buffer based congestion (packet drops due
to buffer overflow) one may employ the other two methods,
a) traffic control or b) resource control as these would help
in emptying the buffers of intermediates sensor nodes. It is
possible to have more than one types of congestion occurring
at the same time.

V. CLASSIFICATION OF ALGORITHMS

In this section we further classify the three major categories
of congestion algorithms in WSNs as presented in Fig. 3 using
additional attributes.
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Fig. 4. Congestion mitigation algorithms: Detection mechanisms.

A. Congestion Mitigation Algorithms

Algorithms that deal with congestion mitigation can be clas-
sified on the way they detect congestion, the way they notify
the other nodes for this incident, as well as the way they face
congestion (counteractions mechanisms).

1) Congestion Detection: Currently, there are four ways that
algorithms use to detect congestion (Fig. 4).

These are the following:

• Buffer occupancy: The algorithms that use this way for
detecting congestion assume that there is an effective
MAC protocol, able to avoid packet collisions in the
medium, or they assume that more than one nodes that are
not in the range of each other, transmit packets with a small
time shift to a receiving node. In this case, congestion is
measured through the increment of queue length in nodes.
Algorithms that employ this method like [36] and [41],
act proactively by inferring congestion when the buffer
occupancy exceeds a certain percentage.

• Wireless Channel Load: Algorithms that employ this
method for congestion detection, only measure the packet
load in the medium and take actions when the time frame
for the transmission of a single packets, exceeds some
predefined thresholds.

• Buffer Occupancy and Wireless Channel Load: With
this method, congestion is detected either at the medium
or in the buffer. In this category we also insert algorithms
that form clusters and measure congestion through traffic
intensity.

• Packet Transmission Time Metrics: Algorithms that em-
ploy this method to detect congestion use packet service
time and packet inter-arrival time (or a combination of
them) to detect congestion. Specifically, algorithms like
[33] and [35] count the packet service time and packet
interarrival time and if it is beyond a limit they infer that
congestion is imminent.

Judging the above mentioned methods we can safely state
that each one presents advantages and disadvantages. Buffer
occupancy is a very simple method, which can be easily imple-
mented while it does not require much resources from nodes.
The disadvantage of this method, relies on its dependence on
the MAC protocol. If the MAC protocol is not efficient it is
possible for collisions to exist in the medium (if more than one

Fig. 5. Congestion mitigation algorithms: Notification methods.

nodes transmit concurrently packets to specific nodes) and for
the buffers to receive a limited number of packets. In this case
the network is not possible to detect the hotspots and inevitably
problems will be created.

By adjusting the wireless channel load we can efficiently
tackle the problem of medium collisions but we cannot react
if buffers are fully occupied and start dropping packets.

Packet transmission time metrics, although it is considered
the most efficient method it is heavily depended on the applica-
tion in use. This means that it is possible to have packet drops
due to other reasons e.g., environment or physical causes and
the network to detect and trigger congestion control actions as
a result.

Buffer occupancy and wireless channel load is, according to
our opinion, the most efficient way for congestion detection.
It captures congestion either in the wireless medium or in the
node buffers. It can be easily implemented and it is, relatively,
low power consuming. It is the method that it has been adopted
by the majority of congestion mitigation protocols.

2) Congestion Notification: A second classification can be
the method used by the algorithms in order to notify the rest of
the network about congestion events. This can be either explicit
or implicit (Fig. 5).

• Explicit: Using explicit congestion notification, additional
control packets are broadcast by congested nodes to the
rest of the nodes in order to inform them about their
congestion state. This method has been used by the first
congestion algorithms like [27] and [32]. Since then, it
has been proven that transmitting extra control packets
when congestion has occurred adds significant load to
the already congested environment. Therefore, explicit
congestion signaling has not been adopted by subsequent
congestion control protocols.

• Implicit: Implicit congestion notification is the method
that has been employed by the vast majority of subsequent
congestion control protocols. Specifically, congestion in-
formation is propagated to the rest of the network by
overhearing the data packets that are being transmitted. If
congestion is detected, the information is piggybacked in
a data packet header or in some cases in ACK packets.
This technique avoids the unnecessary injection of extra
packets to the already heavily loaded part of the network.

In some cases [11], [30], [34], [53], nodes use binary feed-
back for congestion notification, i.e. a single bit is added to
each packet indicating whether there is congestion or not, in
order to notify source nodes to decrease or decrease traffic rate
respectively. In other approaches [27], [32], nodes use more
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Fig. 6. Congestion mitigation algorithms: Counteraction mechanisms.

sophisticated congestion notification approaches, i.e., rather
than just generating a binary feedback, generate a linear feed-
back. In this case, nodes can proactively monitor network
statistics (channel load [27], queue length [27], [32]). This
information is propagated in the network and source nodes can
increase or decrease its traffic rate depending on how far the
reported channel load or the reported buffer length is the from
a specified threshold.

A representative example of a congestion control algorithm
that employs linear feedback for congestion notification is
“Interference-Aware Fair Rate Control” (IFRC) [60] algorithm.
This algorithm measures congestion levels through an expo-
nentially weighted moving average of the instantaneous queue
length and if this average exceeds a certain upper threshold, the
node is said to be congested. Then the node halves its current
data rate and then starts additively increasing it. The average
queue length is updated whenever a packet is inserted into the
queue.

3) Congestion Counteraction Mechanisms: Finally, a clas-
sification can be performed regarding the reaction of algorithms
in their effort to mitigate the effects of congestion. Congestion
is mitigated either by rate reduction (traffic control) or by the
creation of alternative paths from the source(s) to the sink(s) for
forwarding the excess data packets (resource control) (Fig. 6).

• Traffic Control: Traffic control mechanisms are con-
cerned with measures taken in order for a network to
operate at an acceptable performance level, when resource
demands are near, or exceed, the capacity of network. Traf-
fic control can be seen as a means of taking traffic reducing
steps, such as reducing the amount of packets injected into
the network, to alleviate congestion. Traffic control may
follow a window-based, or a rate-based approach.

In the windows-based approach, a sender probes for
the available network bandwidth by slowly increasing a
congestion window (used to control how much data is
outstanding in the network); when congestion is detected
(indicated by the loss of one or more packets), the pro-
tocol reduces the congestion window greatly. The rapid
reduction of the window size in response to congestion is
essential to avoid network collapse. One of the most pop-
ular window-based approaches for adjusting sending rates
is the Additive Increase Multiplicative Decrease (AIMD)
policy which involves binary feedback control messages.
A number of congestion control approaches in wireless

sensor network like [11], [27], [32], and [34], are based
on the AIMD policy.

The advantage of the AIMD policy is that such a pro-
tocol is agnostic to the underlying link layer, requiring no
prior knowledge of the available capacity. However, the
AIMD policy is shown to provide unsatisfactory perfor-
mance in wireless environments where high packet loss
rates are often attributed to the time-varying conditions of
the wireless channel, e.g., interference, multi-path fading,
etc. Therefore, the resulting saw-tooth rate behavior may
violate the QoS requirements (e.g., fidelity of the reported
events).

Rate-based approaches attempt to estimate the available
network bandwidth explicitly. This can be achieved, for
example, by using a throughput formula, or empirically
derived directives. In [41], a deterministic population bal-
ance equation inspired from biological systems is used as
a throughput formula to adjust the sending rate of sensor
nodes. In [61], a fuzzy logic based approach was proposed
to combine a set of equations and rules to evaluate the
traffic rates at source nodes. Other efforts employ linear
approaches. In particular, in [62] each node calculates the
source rate based on the aggregate price of capacity and
energy along its path to the sink, and constantly updates
the data rate both based on the capacity and energy of the
passing flows as well as from a feedback from the sink.
Furthermore, rate adjustments can be performed on the
basis of empirically derived regions of operation [53].

One of the advantages of traffic control method is that
the burden of congestion alleviation lies, in most of the
cases, to only one node, the source node. Also, when
traffic reduction is applied, congestion can be alleviated
relatively quickly since the load in the network decreases.
On the other hand, traffic control is not efficient for
event-based networks, where the network becomes active
when sensor nodes are triggered by an event. In this
case traffic reduction can jeopardize the network’s mission
since all data packets carry valuable information about the
event. In addition, traffic control can not be efficiently
used during transient congestion phenomena caused by
aperiodic and short term packet bursts due to the slow-
ness of traffic control mechanisms (e.g., rate reduction)
to react.

• Resource Control: To eliminate the disadvantages of
the traffic control method, an alternative method, called
resource control has been proposed [28], [36], [39], [42].
In this method, when the network is congested (either
in the medium or in the buffers), data packets follow
alternative paths, which are not congested, in order to be
forwarded to the sink. This method has the advantage that
traffic control is avoided and all data packets have a greater
potential to reach the sink. On the other hand, special care
needs to be taken in order to meet the performance re-
quirements like packet travel time, avoidance of loops etc.

• Traffic and Resource Control: Some algorithms employ
both methods in their effort to face congestion. This way
is actually a hybrid method that attempts to trade on the
advantages of both methods.
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Fig. 7. Congestion avoidance algorithms: Detection mechanisms.

Choosing the best counteraction method for congestion is
not a trivial effort. According to our opinion the choice is
application-dependent. The traffic control method better applies
to transient congestion situations or in applications where re-
ducing the rate with which sources are injecting data in the
network is acceptable. The Resource control method better
applies in applications where all data need to be transferred
to the sink and in cases where a more sustained congestion
situation is expected. A vital requirement for the successful
operation of the resource control method is the existence of
dense and redundant placement of nodes. Such placements
can provide the required alternative paths in order to avoid
the congested hotspots. Choosing both methods in a single
scheme is an idea that has been adopted in [40] and seems to
be promising.

4) Further Attributes: Congestion Control algorithms can
also be classified in other parameters like the following:

• Traffic Direction, if it is upstream or downstream.
• Transport of packets, if it is Hop-by-Hop or End-to-End.
• Whether it supports fairness among the nodes.
• Whether it supports multiple classes (e.g., high priority or

low priority packets).
• Whether it states clearly or it is evident from any experi-

mentation results that it conserves energy.

B. Congestion Avoidance

Congestion avoidance algorithms can be classified on the
way they detect that congestion is going to happen and on the
mechanism they use to avoid congestion.

1) Congestion Detection: Similar to congestion mitigation
algorithms, congestion avoidance algorithms employ respective
methods in order to detect congestion, with the difference that
they act in a preventive way instead of a reactive way. These
are buffer occupancy, wireless channel load, or both of them as
well as the “per node load collection technique” as it appeared
in [45] (Fig. 7).

2) Congestion Avoidance Mechanisms: Congestion can be
avoided using similar techniques as with congestion mitigation
algorithms (traffic, resource control or both) with the difference
that also in this case congestion avoidance algorithms act in
a preventive way instead of a reactive way. Other techniques
have also been also been introduced. All methods are presented
in Fig. 8.

Fig. 8. Congestion avoidance algorithms: Avoidance mechanisms.

• Mobile or Virtual Sink: In these cases the sink is placed
near the regions that show signs of high load. In the case of
mobile sink [47] the network is split into clusters and there,
an in-network storage model is introduced. Cluster heads
collect all load from their nodes and transmit them to the
mobile sink when it passes near the cluster. On the other
hand, [43], introduced the concept of mini-sinks where
some nodes with longer communication range, tunnel
the traffic event from regions that are going to become
congested.

• MAC Layer Enhancements: MAC layer enhancements
are used in the MAC layer in order to avoid collisions
in the medium. Implementations span from priorities in
heavy loaded nodes [29], [50] to transmission phase shift-
ing [11].

• Learning automata: In this case code capable of taking
intelligent actions (called automata) is developed at each
of the network’s nodes that are capable of controlling
the rate of flow of data at the intermediate nodes based
on probabilistically how many packets are likely to get
dropped if a particular flow rate is maintained.

Concerning congestion avoidance mechanisms we have the
same comments as for congestion mitigation algorithms. Con-
cerning the rest of the methods we believe that mobile or virtual
sink is a promising idea but more effort is needed in order to
be implemented in real scenarios. MAC layer enhancement is
a very efficient and effective method for collision avoidance.
Finally concerning learning automata we can not be so fair in
our judgement since we have seen it in just one paper [52].

C. Reliable Data Transport

Reliable data transport can be considered as a different
category of transport layer protocol that focus in the reliable
data transmission of information packets. But since they also
provide congestion control they can be also considered as part
of this work.

Reliable data transport protocols can be divided based on
three basic attributes. These are traffic direction (Fig. 9), if they
provide end-to-end or hop-by-hop reliability (Fig. 10), as well
as on which parameter the reliability focuses on (Fig. 11).

In a Table I a synoptic classification for congestion control
algorithms is provided, in Table II a synoptic classification for
congestion avoidance algorithms is provided, while Table III
refers to the classification of reliable data transport protocols.
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Fig. 9. Reliable data transport protocols: Direction.

Fig. 10. Reliable data transport protocols: Range.

Fig. 11. Reliable data transport protocols: Reliability.

VI. COMMON CONGESTION CONTROL METRICS

In this section we present the most common metrics that the
majority of algorithms use in order to evaluate the performance
of their efforts.

• Packet Delivery Ratio: This metric is used in order to
measure the efficiency of the algorithm concerning the
delivery of packets to the sink. Packet drops are normally
measured as the percentage of the total packets that are
received by sinks divided by the number of packets that are
produced by sources. The more closer to 100% the result
is, the more efficient the algorithm.

• Throughput: Throughput is defined as the number of
packets per unit time that is received by the sink. The
higher the value of throughput is, the more efficient is the
algorithm.

• End-to-End Delay: This metric is used in order to mea-
sure the time that is required for a packet to reach the
sink. This metric is an indication of the efficiency of
the algorithm, to quickly mitigate or avoid congestion.
The shortest the time is, the better the algorithm’s per-
formance is, since delay normally occurs in congested
hotspots due to retransmissions or due to long routes (in
the cases where a resource control algorithm is employed).

• Hop-by-hop Delay: Hop-by-hop delay is also a metric
that measures the efficiency of the algorithm in terms
of congestion and overhead, since when congestion is
avoided, high queueing delays are also avoided.

• Network Lifetime: This metric reflects the long-term en-
ergy efficiency of the network. If the power of the nodes is
exhausted uniformly then this value increases. This metric
is usually high in resource control algorithms.

• Average Node Energy Consumption: This metric indi-
cates the energy consumption of nodes. The value of this
metric should be kept low in order to indicate an energy-
efficient congestion control algorithm.

VII. SHORT REVIEW OF ALGORITHMS

There are several algorithms that have been proposed in the
literature, which attempt to resolve the congestion problem in
WSNs. In this section we present and review a representative
number of them. The algorithms are classified into congestion
control, congestion avoidance, and reliable data transmission
algorithms. In this effort we try to match each algorithm to the
category that fits it better, since many algorithms fit in more
than one categories. Algorithms are sorted within each category,
based on the year of publication. Through this classification we
attempt to present the evolution of this research field through
time.

A. Congestion Control Algorithms

The first actual effort for controlling the traffic in WSNs
is the “Adaptive Rate Control” [11] algorithm. Although this
algorithm does not refer directly to congestion control, it can
be considered as so, since it controls the network’s data rate in
order to guarantee fairness and subsequently to avoid overload
situations.

ARC: Woo et al. proposed the Adaptive Rate Control (ARC)
scheme in 2001 [11]. ARC does not involve any congestion
detection or notification mechanisms. ARC uses an AIMD-like
traffic control scheme to mitigate congestion, which works as
follows: an intermediate node increases its sending rate by a
constant a if it overhears a successful packet forwarding by
its parent node. Otherwise, the intermediate node multiplies its
sending rate by a factor b, where 0 < b < 1. ARC maintains
two independent sets of a and b, for source traffic and transit
traffic respectively, in order to guarantee fairness. ARC has
been evaluated on a 11-node star topology, a 11-node tree
topology and a real testbed. Simulation results have shown
that ARC is effective in achieving fairness while maintaining
good aggregate bandwidth with reasonable energy efficiency,
especially low traffic situations that are the common case in
sensor networks. However, ARC was not compared to other
related approaches.

CODA: One of the first algorithms in literature that refer
directly to congestion control and avoidance in WSNs is the
Congestion Detection and Avoidance algorithm (CODA) [27].
This algorithm constitutes the base for this research field and
it is one of the most cited algorithms. CODA attempts to face
congestion by implementing three mechanisms: Congestion
detection, open-loop hop-by hop backpressure notification, and
closed-loop multi-source AIMD-like traffic control to mitigate
congestion. Congestion detection is of prime importance in
CODA. It is used to detect whether there is congestion in an
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TABLE I
CONGESTION CONTROL ALGORITHMS

area in the network in order to activate the rest of the mecha-
nisms. Congestion detection is performed using the present and
past channel loading conditions, along with the current buffer
occupancy. Due to the high energy consumption of persistent
channel listening, CODA employs a sampling scheme that ac-
tivates channel monitoring when it is needed. Once congestion

is detected, the nodes notify explicitly their upstream neighbor
nodes via a backpressure mechanism. Backpressure signals are
propagated towards the source and the nodes that receive the
signals must take decisions based on their local congestion
policy, in order to reduce the traffic in the network. Decisions
concern rate reduction, packet drops etc. Also each node that
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TABLE II
CONGESTION AVOIDANCE ALGORITHMS

TABLE III
RELIABLE DATA TRANSPORT MECHANISMS

receives a backpressure message decides whether to further
propagate it, based on its congestion condition. Finally, in order
to control congestion when multiple sources are transmitting to
a single sink, CODA implements a closed-loop, multi-source
AIMD-like traffic regulation. In this case when a source’s
event rate is higher than a pre-specified threshold, which is
always a fraction of the maximum theoretical throughput of
the channel, it requires an ACK packet from the sink in or-
der to maintain its rate. In cases of lost ACK packets, the
source reduces its sending rate. CODA has been tested both in
ns-2 [63] and in a real testbed. Simulations conducted in ns-2
took into account both randomly generated topologies ranging
from 30 to 120 nodes, while a tree-based topology was used
in the real testbed. Results showed that CODA significantly
improves the performance of data dissemination applications
such as Directed Diffusion [13], by mitigating hotspots and
reducing the energy tax with low fidelity penalty on sensing
applications. However, the AIMD-like traffic regulation may
not be very effective in WSNs because it results in a saw-
tooth rate behavior that may violate the QoS requirements (e.g.,
fidelity of the reported events). Furthermore, the end-to-end
nature of the closed-loop mechanism may result in reduced
responsiveness causing increased latency and high error rates,
especially during long periods of congestion. Also backpressure
signals and ACK control messages consume additional energy

and bandwidth. CODA was not compared against other related
approaches.

Following CODA, the notion of fairness began to gain mo-
mentum. Moreover, algorithms shifted from explicit congestion
notification to implicit. Also cross layer techniques appeared in
literature.

CCF: Ee et al. proposed a distributed and scalable mecha-
nism for congestion control and fairness (CCF) [29] for many-
to-one routing in WSNs. CCF provides congestion detection
on the basis of packets service time, and congestion mitigation
through traffic control. CCF controls congestion in a hop-by-
hop manner and each node uses exact rate adjustment based on
its available service rate and child node number. In particular,
CCF assumes a tree routing structure having the sink acting as
a root and all data sources as leaves. Each sensor receives and
forwards packets from its upstream neighbors; each upstream
neighbor is the root of an upstream sub-tree. The sensor learns
the number of data sources in each of those upstream sub-trees,
measures its own downstream forwarding rate, computes per-
source fair rate, which is propagated upstream such that the
data sources do not send packets beyond the rate. There are
two alternative scenarios that this algorithm could be applied:
a) all nodes are generating data and routing them to the sink
and b) most nodes in the network are silent, only the nodes
that detect an event generate data. Such routing structures often
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result in the sensors closer to the base station experiencing
congestion, which inevitably cause packets originating from
sensors further away from the base station to have a higher
probability of being dropped. The basic concept for controlling
congestion consists of the following steps that repeatedly run
at each sensor node: a) Measure the average rate r at which
packets can be sent from this mote, b) divide the rate r among
the number of children motes downstream n, to give the per-
node data packet generation rate rdata = r/n, adjust the rate
if queues are overflowing or about to overflow, and c) compare
the rate rdata with the rate rdata.parent sent from the parent
and use and propagate the smaller rate downstream. CCF was
tested using both simulations (a randomly generated topology
of 116 nodes, with a per-node maximum degree of 5 and a
maximum network depth of 6) and actual implementation in
UC Berkeley’s sensor motes (a network of 10 motes). CCF was
shown to achieve simple fairness, where each node was able to
receive almost the same throughput. However, in applications
where different sensors (e.g., geographically deployed in dif-
ferent places) need to gain different throughput (i.e., priority-
dependent throughput), CCF will not be applicable. Also, the
rate adjustment in CCF relies only on packet service time,
something which could lead to low utilization when some nodes
do not have enough traffic or the packet error rate is high.

Fusion: Hull et al. [30] proposed a scheme called ‘Fusion’
for mitigating congestion control in WSNs. In general, Fusion
detects congestion by monitoring the queue size of each node
and performing channel sampling at fixed intervals. In the
presence of congestion, Fusion provides implicit congestion no-
tification to all nodes in a radio neighborhood by setting a con-
gestion bit in the header of every outgoing packet. Congestion
is mitigated on the basis of traffic control. More specifically, Fu-
sion combines three congestion control techniques that operate
at different layers: a) hop-by-hop flow control, b) source rate
limiting scheme, and c) prioritized MAC. In hop-by-hop flow
control, each sensor sets a congestion bit in the header of every
transmitted packet. Using the broadcast characteristic of the
wireless medium, every packet provides congestion feedback
to all nodes in a radio neighborhood with every transmission.
Thus, there is no need for explicit control messages, which
waste a large portion of the already limited bandwidth. Hop-
by-hop flow control consists of two components: congestion
detection and congestion mitigation. Congestion detection is
done based on the sensor’s queue size. If the sensor’s queue
space gets beyond a specified limit, a congestion bit is set.
Otherwise the congestion bit is removed. Congestion mitigation
is a way to control the nodes’ transmission rate in order to
prevent queues at their next-hop node from overflowing. When
a sensor overhears to a packet with the congestion bit set, it
stops forwarding data. Otherwise, the congestion would grow
bigger, and eventually the whole network will collapse. Rate
limiting is a way to limit the sending rate of a sensor. Each
sensor listens to the traffic its parent forwards, to estimate N ,
the total number of unique sources routing through the parent.
A token bucket scheme is used to regulate each sensor’s send
rate. A sensor accumulates one token every time it hears its
parent forward N packets, up to a maximum number of tokens.
The sensor is allowed to send only when its token count is above

zero and each transmission costs one token. In the prioritized
MAC mechanism, the MAC layer provides assistance to sensors
in order to react fast to congestion. A standard CSMA MAC
layer is used, with a modification that implements a prioritiza-
tion scheme. According to this scheme, congested nodes have
higher priority compared to the other nodes. Specifically, if a
sensor is congested its back-off window is the one-fourth the
size of a non-congested sensor’s back off window, allowing
queues to drain more quickly and increasing the likelihood
congestion control information will propagate throughout a
sensor’s neighborhood. The performance of Fusion was evalu-
ated in an indoor testbed of 55 Crossbow Mica2 nodes using
both event-based and periodic data traffic. Fusion claims to
achieve good throughput and fairness at high offered loads.
However, the rate adjustment used in Fusion is not smooth,
something which may affect link utilization and fairness. Also
the frequent use of the wireless radio for channel probing leads
to energy wastage. Fusion was not compared against other
related approaches.

COMUT: Karenos et al. proposed COMUT [32], a cluster-
based congestion control mechanism for supporting multiple
classes of traffic in WSNs. In COMUT, each cluster node
detects congestion through traffic intensity estimation. This
estimation is broadcast to the cluster head, which evaluates the
congestion level. Congestion is mitigated on the basis of an
AIMD-like traffic regulation. More specifically, COMUT con-
sists of three different parts. Cluster formation, traffic intensity
estimation, and rate regulation. In the cluster formation proce-
dure sensors are organized into clusters. In each cluster, a clus-
ter head called sentinel is elected. COMUT employs ZRP (Zone
Routing Protocol) to assist in the formation of clusters. After
the cluster is formed the level of congestion of each cluster must
be estimated. To perform this estimation COMUT calculates
the traffic intensity within and across multiple clusters. Due to
the fact that traffic intensity in highly affected by the number
of incoming and existing flows, COMUT involves a queuing
network where each sensor is modeled as a queue. Once traffic
intensity is calculated, congestion is controlled through AIMD-
like source rate adjustment. The congested cluster through its
sentinel node informs the other sentinels, and through them
the source, for its condition. COMUT controls congestion
through rate reduction and takes into account multiple classes
of traffic. Thus, the sending rate of the low importance flow is
dropped to a minimum if packets with higher importance exist
along the congested path. The performance of COMUT was
evaluated through ns-2 [63] simulation tool, using randomly
generated topologies of 60–140 nodes. Simulation results show
that COMUT is highly successful in abating congestion and
in reducing wasteful packet drops, achieving energy savings.
Packets from flows of high importance were delivered with
extremely high fidelity. Researchers showed that congestion is
controlled and all important flows can be admitted and delivered
with minimum drops, achieving energy savings. COMUT was
not compared against other related approaches.

SenTCP: Wang et al. proposed SenTCP [33]. SenTCP is
an open-loop hop-by-hop congestion control protocol with two
special features. Firstly, it jointly uses average local packet ser-
vice time and average local packet inter-arrival time in order to
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detect congestion by estimating the current local congestion de-
gree in each intermediate sensor node. The use of packet arrival
time and service time not only precisely calculates congestion
degree, but effectively helps to differentiate the reason of packet
loss occurrence in wireless environments, since arrival time
(or service time) may become small (or large) if congestion
occurs. Secondly, SenTCP uses hop-by-hop congestion control.
In SenTCP, each intermediate sensor node will issue feedback
signal backward and hop-by-hop. The feedback signal, which
carries local congestion degree and the buffer occupancy ratio,
is used for the neighboring sensor nodes to adjust their sending
rate in the transport layer. The use of hop-by-hop feedback
control can remove congestion quickly and reduce packet drop-
ping, which in turn conserves energy. SenTCP was tested on
a simulated simple linear-like topology of 20 source nodes
and was compared to TCP. Simulation results and comparison
with TCP showed that SenTCP can reduce packet dropping
resulted from buffer overflow and in-turn energy would be
conserved. SenTCP also effectively overcame the problem of
differentiating congestion and packet error loss. The through-
put of SenTCP was almost not influenced by packet error
probability.

Another evolution to the subject is the shift to network layer
using routing techniques in order to mitigate congestion.

BGR: Popa et al. proposed Biased Geographical Routing
(BGR) [34] protocol to reactively split traffic when congestion
is detected. BGR detects congestion based on buffer occupancy
and wireless usage, exponentially averaged to eliminate noise.
Wireless usage is measured by periodically sampling wireless
medium. Congestion notification is performed implicitly, on the
basis of a single congestion bit added to each packet. Thus,
each node that promiscuously listens to the packets sent by its
neighbors, is able to detect their congested status. Congestion
is mitigated using two algorithms, namely: In-Network Packet
Scatter (IPS) and End-to-End Packet Scatter (EPS). IPS allevi-
ates transient congestion by splitting traffic immediately before
the congested areas. In contrast, EPS alleviates long term con-
gestion by splitting the flow at the source, and performing rate
control on the basis of the AIMD strategy. EPS selects the paths
dynamically, and uses a less aggressive congestion control
mechanism on non-greedy paths to improve energy efficiency.
The ‘bias’ used in BGR determines how far the trajectory of
splitting traffic will deviate from greedy route (which is always
the shortest path). BGR was tested on a random topology of
400 nodes simulated in ns-2. Results showed that BGR works
well for flows where the distance between the source and the
destination is large enough to allow the use of non-interfering
multiple paths. For short-range flows, where multiple paths
could not be used, the throughput obtained by BGR is smaller
with at most 14%, as the short-range flows interfere with split
flows of long-range communications. However, by increasing
long-range flows throughput fairness among the different flows
was improved. On the other hand, it is worth noting that because
the bias is randomly chosen, BGR likely makes congestion
worse under some situations. In addition, BGR needs node
location information provided by either GPS or other coordi-
nate system. This overhead is non negligible. Also, the AIMD
strategy is not very effective in WSNs because it provokes a

saw-tooth rate behavior that may violate the QoS requirements.
In addition, AIMD-like mechanisms take a long time for data
rates to converge in low-rate wireless links.

Later on, the early efforts to introduce resource control in
order to mitigate congestion [28], [36] appeared. Also cross
layer optimizations and fairness continue to gain momentum.

TARA: Kang et al. proposed the Topology Aware Resource
Adaptation (TARA) protocol [28]. TARA focuses on the adap-
tation of the network’s extra recourses in case of congestion,
alleviating intersection hot spots. A graph-coloring problem is
used to determine the needed topology for the resource adapta-
tion strategy. TARA measures not only the buffer occupancy but
also the channel loading in order to detect congestion. As soon
as the congestion level hits the upper watermark, it declares
congestion and becomes a hot spot node. At this point, the
hot spot node needs to quickly locate two important nodes:
the distributor and the merger. Then, a detour path can be
established, starting at the distributor and ending at the merger.
As suggested by their names, the distributor distributes the
incoming traffic between the original path and the detour path,
whereas the merger merges these two flows. Thus, in the case of
congestion and the creation of hot-spot, traffic is deflected from
the hot-spot through the distributor node along the detour and
reaches the merge node, where the flows are merged. As soon
as congestion has been alleviated the network stops using the
detour path. For quick adaptation, the distributor node keeps
in its memory which neighbor is on the original path. The
performance of TARA was evaluated on a random topology
of 81 nodes simulated in ns-2. Detailed simulation results have
shown that TARA can energy efficiently absorb incoming traffic
load. The results have also demonstrated that TARA performs
very close to an ideal off-line resource control algorithm in
terms of both fidelity satisfaction and energy conservation.
TARA was compared against five strategies for congestion
control, which do not correspond to protocols or mechanisms
found in nature. Results showed that TARA outperformed all
these strategies. However, it is worth pointing out that TARA
requires knowledge about the whole network topology, which
makes the protocol impractical for large scale networks.

PCCP: Wang et al. proposed a hop-by-hop node priority-
based upstream congestion control protocol for WSNs [35],
[64]. PCCP refutes the congestion control protocols that argue
in favor of providing equal fairness to each sensor node in
a multi-hop WSN (e.g., CCF [29]) by attaching a weighted
fairness to each sensor node. PCCP offers different degrees of
priority indexes such that a sensor node with a higher priority
index enjoys a higher bandwidth and also sensor nodes that
inject more traffic get more bandwidth. PCCP further defines
the priority index for both self generating traffic and transit
traffic, based on which the queue length for source and the
transit traffic is allocated. PCCP infers the degree of congestion
through packet inter-arrival time and packet service time and
then imposes hop-by-hop congestion control depending on the
measured congestion degree and the priority index. PCCP uses
implicit congestion notification by piggybacking the conges-
tion information in the header of data packets, thus avoiding
additional control packets. PCCP allows the application layer to
dynamically override the priority index of any sensor node(s) of
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any particular region. This feature might be required by many
applications of WSN. PCCP was tested on a small tree-based
topology of 7 nodes (using both single-path and multi-path
hardwired routing) and a linear topology of 10 to 40 nodes.
Simulation series neglected the details of MAC protocols, but
assumed that MAC protocols provide even access opportunities
for each neighboring node. Simulation results showed that:
1) PCCP achieves high link utilization and flexible fairness;
2) PCCP achieves small buffer size; therefore it can avoid/
reduce packet loss and therefore improve energy-efficiency, and
provide lower delay. PCCP was compared against the CCF
[29] for the case of single path routing. Results showed that
CCF achieves lower throughput than PCCP in the interval
when a node does not generate sufficient traffic. Researchers
claimed that this is because CCF cannot effectively allocate
the remaining system capacity and use a work-conservation
scheduling algorithm. Also in the presence of packet losses,
PCCP was shown to achieve much higher throughput than CCF.
The reason was attributed to the fact that CCF only uses packet
service time to detect congestion therefore it cannot detect
either under-utilized links or nodes. On the other hand, PCCP
also uses packet inter-arrival time to detect congestion, thus it
is able to detect under-utilized links and nodes.

HTAP: Sergiou et al. proposed Hierarchical Tree Alternative
Path (HTAP) [36]. HTAP is a scalable and distributed frame-
work for minimizing congestion and assuring reliable data
transmissions in event based networks. HTAP is a hop-by-hop
algorithm that employs an implicit way for informing the other
node for congestion. It mitigated congestion through a resource
control technique. So, when congestion is about to happen,
alternative paths are created from the source to sink, using the
plethora of a network’s unused nodes, in order to safely transmit
the observed data. The creation of alternative paths involves
several nodes, which are not in the initial shortest path from the
source to the sink. According to simulation results, the use of
these nodes leads to a balanced energy consumption, avoiding
the creation of “holes” in the network and prolonging network
lifetime. Random topology is employed in the evaluation sec-
tion. No fairness results are presented by authors.

The HTAP algorithm consists of four major parts
• Flooding with level discovery functionality: Through this

procedure, each node discovers its neighbor nodes and
updates its neighbor table. In addition, sensor nodes are
placed in levels from the source to the sink.

• Alternative Path Creation Algorithm: In order to avoid
congestion each candidate congested receiver is sending
a backpressure packet to the sender. So the sender stops
the transmission of packets to the candidate congested
receiver and searches in its neighbor table to find the least
congested receiver in order to continue the transmission
of data. The dynamic change of the receivers leads to the
creation of new routes from the source to the sink.

• The Hierarchical Tree Algorithm: A hierarchical tree is
created beginning at the source node. Connection is estab-
lished between each transmitter and receiver using a 2-way
handshake. Through this packet exchange, the congestion
state of each receiver is communicated to the transmitter.
The combination of the two algorithms implements Hier-

archical Tree Alternative Path (HTAP) algorithm. Specifi-
cally when the neighbor nodes of a specific node is below
a specified threshold the APC algorithm applies, the HT
applies otherwise.

• Handling of Powerless (Dead Nodes): Special care is taken
in the HTAP algorithm concerning the nodes which their
battery is exhausted. Thus, when a node is going to lose its
power, it is immediately extracted from the network and
the tables of its neighbor nodes are updated.

CONSISE: Vedantham et al. proposed Congestion Control
from Sink to Sensor (CONSISE) [31]. CONSISE approaches
congestion problem in a different way compared to the other
algorithms. From Sink to Sensors instead from Sensor to Sink.
In this paper authors state that the factors that can contribute
to sink-to-sensor congestion can be the reverse path contention
and broadcast storms (due to packets which are broadcast from
sinks to sensors). The actual functionality of CONSISE lies
on the fact that sensor nodes are able to determine and adjust
their sending rate based on the congestion level around their
location at the end of each epoch. Upstream nodes are informed
about the downstream nodes’ sending rate through an explicit
feedback and based on that they also adjust their sending rates.
Then, downstream nodes select their preferred upstream node
and notify it that it can send data in a higher data rate, while
concurrently the rest of the nodes, which are not selected,
reduce their data rate.

The latest efforts in WSN congestion control utilize more
the cross layer concept, while they also focus on performance.
Moreover, much effort is taking place in resource control for
congestion mitigation.

UHCC: Wang et al. proposed Upstream Hop-by-Hop Con-
gestion Control Protocol (UHCC) [64]. UHCC is a protocol
based on a cross layer design that tries to reduce packet losses
while guaranteeing priority-based fairness with lower control
overhead. It consists of two components: Congestion Detection
and Rate adjustment. An index called congestion index is
responsible for providing the congestion level of each node. The
congestion index takes as inputs the unoccupied buffer size and
the traffic rate at the MAC layer. Based on the congestion index
every upstream traffic rate is adjusted with its node priority to
mitigate congestion hop-by-hop. UHCC protocol is simulated
on a tree based topology and it is compares against CCF [30]
and PCCP [35] protocols. Simulation results show that UHCC
achieves higher throughput, better priority-based fairness and
lower packet loss ratio.

FACC: Yin et al. in [38] deal beside congestion control,
also with the fairness issue. They propose a “Fairness-Aware
Congestion Control Scheme” (FACC). In this algorithm in-
termediate nodes are categorized into “near-sink nodes” and
“near-source nodes”. Near-source nodes maintain a per-flow
state and allocate an approximately fair rate to each passing
flow by comparing the incoming rate of each flow and the fair
bandwidth share. This means that, if for example congestion
occurs at an intermediate sensor, the generating rates of source
nodes are forced to slow down, in accordance with this nodes’
available bandwidth. Eventually, the whole network adapts
toward the maximum congestion-free throughput. Furthermore,
the lower generating rates will alleviate wireless interference
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and contention. “Near-Source node” process comes with the
following functions:

• Estimation of the Available Bandwidth.
• Computation of the Flow Arrival Rate.
• Estimation of the Number of Active Flows.
• Transmission Control on Near-Source Nodes.

On the other hand, near-sink nodes do not need to main-
tain a per-flow state and use a lightweight probabilistic drop-
ping algorithm based on queue occupancy and hit frequency.
They actually implement three mechanisms. A Stateless Fair
Queue Management Mechanism, a Hop-by-Hop Backpressure
mechanism and Fairness of the Stateless Queue-Management
mechanism. The first mechanism in order to achieve fairness
attempts to give more chances to those flows with lower occu-
pancy. Thus, arriving packets that belong to higher occupancy
flows have higher dropping probabilities. By using the Hop-by-
Hop backpressure mechanism, FACC informs the “near-source
node” for a drop packet in its flow in order for the node to adjust
its sending rate.

FACC has been implemented in ns-2 simulation tool [63]
and results show that FACC improves the number of dropped
packets, throughput and energy consumption compare to the
backpressure mechanism of CODA [27] and “no congestion
control algorithm”.

CADA: Fang et al. proposed CADA [40], an approach for
Congestion Avoidance Detection and Alleviation in WSNs. In
this algorithm, the congestion level of a node is measured by an
aggregation of buffer occupancy and channel utilization. CADA
actually counts the growing rate of the buffer’s occupancy
and when it exceeds a certain limit, the node is considered
congested. On the other hand if the packet delivery ratio de-
creases drastically, while the local channel loading reaches the
maximum achievable channel utilization, it infers that there is
channel congestion. For congestion mitigation CADA employs
both resource control and rate control depending on the case. If
congestion takes place in an intersection hotspot, then resource
control applies, while if congestion takes place in a convergence
hotspot, traffic control applies. The performance of CADA was
evaluated using random topologies of 500–5000 nodes and a
number of congestion control scenarios in the ns-2 [63] simu-
lator. CADA was compared against TARA and a no congestion
control strategy. Simulation results prove that CADA present
better results concerning throughput, energy consumption, end
to end delay, and average per hop delay in comparison with
TARA [28] and the no congestion control strategy.

DAlPaS: Sergiou et al. proposed a congestion control and
avoidance algorithm called “Dynamic Alternative Path Selec-
tion Algorithm”(DAlPaS) [42], that attempts to choose an al-
ternate path in case of congestion taking into account a number
of basic performance parameters. Complementary to Energy
Aware Protocols [65], [66] that find the lowest energy route
or energy sufficient paths to forward data and base their path
alternation decision on these conditions, DAlPaS also takes into
consideration the node’s congestion situation (both in terms of
buffer occupancy and channel interference). On the other hand,
while congestion control and reliable data transmission proto-
cols like [28], [36], and [67] base their “alternate path” decision

on a congestion threshold or the path’s cost, DAlPaS also counts
the node’s remaining power. DAlPaS is a completely dynamic
and distributed algorithm.

DAlPaS operates in two stages: soft and hard. When the soft
stage applies, a node that receives packets from more than one
flows keeps servicing the flow from which it receives packets
with the higher rate and informs the nodes from which the other
flows are coming to change destination node. Using this proac-
tive method, the network avoids possible hotspots, especially
when the load is not so big in the network (transient conditions).
Nodes enter the hard stage when they must prohibit flows from
reaching them. In this stage a node becomes temporarily or
permanently unable to accept any more packets from any flows.
To enforce this prohibitive state a node uses the so called “Flag
Decision Mechanism”. The flag decision algorithm recognizes
and advertises a nodes unavailability under the following cir-
cumstances:

• Buffer Occupancy is reaching its upper limit.
• Low Remaining Power.
• Higher level node unavailability.
DAlPaS algorithm is a hop-by-hop congestion control algo-

rithm that employs a resource control method for congestion
mitigation. It also notifies the network for congestion implicitly
while it provides good energy results. DAlPaS algorithm is
evaluated under random topologies while according to authors,
is compared favorably to TARA [28] algorithm.

B. Congestion Avoidance Algorithms

Siphon: Wan et al. proposed Siphon [43]. Siphon is a source-
to-sink congestion control protocol that aims at maintaining
application fidelity, congestion detection, and congestion avoid-
ance by introducing some virtual sinks (VS) with a longer range
(IEEE 802.11 Wi-Fi) multi-radio (such as Stargate) within
the sensor network. VSs can be distributed dynamically so
that they can tunnel traffic events from regions of the sensor
field that are beginning to show signs of a high traffic load.
At the point of congestion, these VSs divert the extra traffic
through them to maintain the required throughput at the base
s tation. The siphon algorithm mainly aims at addressing the
VS discovery, operating scope control, congestion detection,
traffic redirection, and congestion avoidance. The VS discovery
works as follows: the physical sink sends out a control packet
periodically with a signature byte embedded in it. The signature
byte contains the hop count of the sensor nodes that should
use any particular VS. Each ordinary sensor node maintains
a list of neighbors through which it can reach its parent VS.
Finally each VS maintains a list of its neighbor VSs. Each VS
has a dual radio interface: a long range one to communicate
with other VSs or with a physical sink (if applicable), and
a regular low-power radio to communicate with the regular
sensor nodes. In the case of congestion, a sensor node enables
the redirection bit in its header and forwards the packet to its
nearest VS. When the VS finds the redirection bit enabled, it
routes the packets using its own long range communication
network toward the physical sink, bypassing the underlying
sensor network routing protocols. Siphon uses a combination
of hop-by-hop and end-to-end congestion control depending on
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the location of congestion. If there is no congestion, it uses hop-
by-hop data delivery model. In case of congestion, it uses hop-
by-hop data delivery model between source nodes and the VS
at point of congestion and an end-to-end approach between the
VS handling the congestion and the physical sink.

Summarizing, Siphon is a set of fully distributed algorithms
that employs CODA [27] mechanisms for congestion detection
(buffer occupancy and wireless channel load) as well as a Post-
Facto Congestion Detection mechanism in which physical sink
extract conclusions on possible network overload. The novelty
of Siphon lies on the fact that it employs a set of virtual sinks
for congestion mitigation through a traffic redirection way.
Simulations implemented in ns-2 [63] simulator on a random
topology. Also Siphon has been evaluated using experimental
implementation through a testbed and is being compared to
CODA [27] algorithm.

Light Weight Buffer Management: Chen et al. proposed light
weight buffer management technique for congestion avoidance
[44]. This technique is based on the fact that a sensor y sends a
packet to another sensor x only when x has the buffer space to
hold the packet. Taking in account that the remaining buffer of a
sensor node changes whenever it receives or forwards a packet
to a neighbor node, the node incorporates in the packet header
its buffer state. This is done by using one bit to indicate that
its buffer is full or several bits to indicate the exact remaining
buffer. So neighboring nodes receive or overhear the buffer state
of their neighbor and they cache its condition. According to
the buffer state, the neighbor nodes decide whether to transmit,
or not, new packets. This scheme avoids packet drops due to
buffer overflow. Each node can adapt not only its own data rate,
but also the data rate of its connected neighbors, since when
the upstream nodes are congested the other nodes are forced
to reduce its data rate. This procedure is iterative and finally
leads to a maximum congestion-free throughput. This approach
is different from other traffic control approaches due to the fact
that it never drop packets. This algorithm is a hop-by-hop con-
gestion avoidance. The proposed scheme is compared against
global rate control, CODA’s [27] backpressure mechanism and
no congestion control. All simulations have been performed in
random topology. Finally, the authors do not present specific
energy related results.

CoSMoS: Karenos et al. proposed “COngestion avoidance
for Sensors with a MObile Sink” (CoSMoS) [45]. In this
work the additional challenges introduced by a mobile sink are
addressed. Firstly, the rate of path reconfigurations needs to be
increased in order to achieve reliable data delivery. Secondly
effective load estimation techniques need to be implemented
since path reconfiguration can result in sudden load changes
along the paths and thirdly transient periods of reduced path
quality must be proactively prevented. CoSMoS is a scheme
that is based on a joint routing and congestion control ap-
proach. Cosmos scheme consists of two parts: A low cost,
low complexity routing scheme that effectively considers the
paths dynamic reliability variations during sink mobility and
a regional load collection technique to estimate the maximum
sustainable load of each node within a region and along a
path. CoSMoS algorithm has been implemented in Mica-2
motes. Experimental results present that it manages to balance

congestion and reliability to achieve higher delivery ratios
without hurting throughput. No energy results are provided by
authors.

Buffer and Rate Control Based Congestion Avoidance:
Alam et al. proposed a “Buffer and Rate Control Based Conges-
tion Avoidance” protocol [46]. This protocol consists of three
schemes. These are: the Upstream Source Count, the Buffer
Occupancy based rate control, and the Snoop based MAC level
ACK. Using the first two schemes the protocol controls the
rate of upstream nodes. This fact provides two advantages.
The first is that congestion, due to media access contention,
is reduced as the upstream nodes proactively decrease their
rate, while the second is the fact that congestion due to buffer
overflow is avoided as the upstream nodes defer transmission
of packets whenever their downstream nodes buffer is full.
In the third scheme (Snoop based MAC level ACK) explicit
ACK are avoided. Instead, each node may overhear its own
transmitted packet while forwarded by its downstream node.
To accomplish this, the upstream node MAC address and a se-
quence number are appended into the MAC frame. Simulation
results are provided by authors comparing this protocol with
Shortest Path Routing with no congestion control, snoop based
with implicit acknowledgement and Source count and buffer
occupancy based rate. Results present that this protocol can
reduce collision drop Rate, increase delivery ratio and improve
the network’s energy efficiency.

CAEE: Khan et al. proposed CAEE protocol designed for
“Congestion Avoidance and Energy Efficiency in WSNs” [47].
The distinguished features of this protocol lie on the fact that
it introduces the concept on Mobile Sinks. Specifically, in
this case, the network is divided into clusters called mini-
sinks. The cluster head is called data collector node. The main
responsibility of a data collector node is to receive and store
the collected data from the sensor field to the mini-sink. The
mobile sink periodically visits each mini-sink in the sensor
field for data retrieval. Simulation results (against the case
where just a static sink is used) prove that the CAEE protocol
can increase the network’s lifetime since packets travel on a
few hops (until mini-sinks) and the collected by mobile sink.
Concurrently congestion hot spots can be alleviated since mini-
sinks represent multiple collection points. The performance
of CAEE is evaluated using OMNET++ simulation tool. A
uniform but random topology is selected. CAEE is compared
with the case when a static sink is employed. Simulation
results present that CAEE protocol outperforms the static sink
scenarios concerning packet count and energy.

TADR: He et al. proposed a traffic-aware dynamic routing
(TADR) algorithm [48], to route packets around the congestion
areas and scatter the excessive packets along multiple paths
consisting of idle and under-loaded nodes. Enlightened by the
concept of potential in common physics, the TADR algorithm
is designed through constructing a mixed potential field using
depth and normalized queue length to force the packets to steer
clear of obstacles created by congestion and eventually move
towards the sink.

Simulations have been performed in TOSSIM [68] simu-
lation tool. A random topology have been used results show
that TADR achieves its objectives and improves the overall
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throughput by around 370% as compared to a benchmark rout-
ing protocol. Furthermore, TADR has low overhead suitable for
large scale dense sensor networks.

ANAR: Hsu et al. proposed an Adaptive NAV-Assisted Rout-
ing (ANAR) [49] protocol to alleviate the network congestion.
ANAR protocol is based on the cross-layer information and em-
ploys the existing information (the Network Allocation Vector
(NAV)) from the Request-To-Send (RTS) and the Clear-to-Send
(CTS) packets within the MAC scheme. Through the NAV vec-
tors a congestion free probability is computed. This probability
is carried within the route discovery process and determine
the feasible route for packet delivery. The protocol is dynamic
since it is able to adaptively switch between the selected paths
while the level of network congestion has been changed. ANAR
protocol has been implemented in ns-2 simulation tool [63] and
has been compared to AODV and LBAR protocol, on a random
topology. Results present better performance in terms of packet
delivery ratio, end-to-end delay and power consumption.

Priority Based Medium Access Protocol: Rajsekar et al.
proposed a Priority Based Medium Access Protocol for Con-
gestion Avoidance [50]. This MAC protocol gives proportional
access based on source count value. For example a node that
carries a higher amount of traffic gets more access time than
others. Each node then calculates its contention window on
a provided equation. Simulation series have been performed
in MATLAB and claim that an optimal contention window
size can minimize collision in the MAC layer and effectively
help transmit all packets without delays. This protocol in not
compared to any other protocol since only the concept of the
algorithm is implemented in MATLAB.

TALONet: Huang et al. proposed TALONet as a Power-
Efficient Grid-Based Congestion Avoidance Scheme Using
Multi-Detouring Technique [51]. TALONet implements three
schemes: different transmission power levels in order to al-
leviate congestion in data link layer, buffer management for
avoiding buffer level congestion, and a multi-path detouring
technique in order to increase resources for congested traffic
flows. The operation of TALONet consists of three phases.
These are the network formation phase the data dissemina-
tion phase and the framework updating phase. In the network
formation phase each node, after receiving a control packet
from sink containing its location and information about the
side length of each square grid, imaginarily builds a virtual
grid framework G and figures out the coordinates of all virtual
grid points cp in G. In this case nodes can be normal or
TALON. TALON nodes are considered the nodes that are close
to grid’s cross points. During the Data Dissemination phase
the TALON nodes are responsible for collecting and relaying
the sensing data. During this phase normal nodes through the
help of a grid-based routing protocol forward their data to their
closer TALON. Then, this TALON forwards these data to its
closer TALON until data reaches the sink. Finally, during the
framework updating phase, in order to save power, the sink
broadcasts control packets including offsets for all nodes. Then
the network enters again into the network formation phase.
TALONet is implemented in ns-2 [63] simulation tool on a
grid topology. Results present that TALONet performs better in
terms of power consumption and packet drops, in comparison

with TARA [28], “no congestion control”, and backpressure al-
gorithms. Results are also provided for the energy performance
of the algorithm.

LACAS: Misra et al. proposed an adaptive learning so-
lution for congestion avoidance in WSNs named “Learning
Automata-Based Congestion Avoidance Algorithm in Sensor
Networks” (LACAS) [52]. The target of this work is to control
the data rate of intermediate nodes in order to avoid congestion
before this reaches the sink. To achieve this, code capable of
taking intelligent actions (called automata) is developed at each
of the network’s nodes that are capable of controlling the rate of
flow of data at the intermediate nodes based on probabilistically
how many packets are likely to get dropped if a particular
flow rate is maintained. In this case an “automaton” “learns”
from past behaviors and chooses a better data rate in order to
avoid congestion. Simulation results under metrics like energy
consumption, throughput and collisions prove that LACAS is
able to control congestion in an efficient way.

Flock-CC: Antoniou et al. proposed the Flock-based Con-
gestion Control (Flock-CC) protocol [19], [39]. This approach
focuses on designing a robust and self-adaptable congestion
control protocol for WSNs. Flock-CC adopts a Swarm Intel-
ligence paradigm inspired by the collective behavior of bird
flocks having global self-properties achieved collectively with-
out explicitly programming them into individual nodes. The
main idea is to ‘guide’ packets (birds) to form flocks and
flow towards the sink (global attractor), whilst trying to avoid
congestion regions (obstacles). The direction of motion of a
packet flock is influenced by repulsion and attraction forces
between packets, as well as the field of view and the artificial
magnetic field in the direction of the artificial magnetic pole
(sink). In particular, packets are ‘flying’ through the network
while being attracted to nodes with low wireless channel load-
ing, and being repelled from nodes with high buffer occupancy.
Thus, in Flock-CC, congestion is inferred using both buffer
occupancy and wireless channel loading. Congestion notifi-
cation is implicitly performed having each node broadcasting
(using a small control packet) its buffer occupancy and the
wireless channel loading in its vicinity to all nodes within
the node’s transmission range. Each packet synthesizes the
attraction and repulsion forces to and from neighboring packets
as well as the global magnetic force towards the sink and moves
in an oriented manner through the network whilst avoiding
congestion regions. Flock-CC is simple to implement at the
individual node (each node follows a small set of rules), and
involves minimal information exchange. Flock-CC was tested
on both lattice and random topologies of 300 nodes using a
number of scenarios for different network and traffic condi-
tions. Performance evaluations showed the effectiveness of the
Flock-CC protocol in balancing the offered load by exploiting
available network resources. Flock-CC was shown to provide
graceful performance degradation in terms of packet delivery
ratio, packet loss, delay and energy tax under low, high and ex-
treme traffic loads. In addition, the proposed approach achieved
robustness against failing nodes, scalability in different network
sizes and outperformed typical conventional approaches. Flock-
CC was also qualitatively compared against AntHocNet [69]
and AntSensNet [70].
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LVCC: Antoniou et al. proposed the Lotka-Volterra based
Congestion Control (LVCC) [41] protocol. LVCC focuses on
streaming applications in wireless sensor networks and on how
congestion can be prevented by regulating the rate of each
traffic flow based on the Lotka-Volterra population model.
LVCC detects congestion on the basis of buffer occupancy,
while congestion avoidance is performed by means of traffic
control. The traffic flows initiated by each node play the role of
competing species and the buffer (queue) capacity of the parent
node can be seen as the limiting resource. LVCC provides hop-
by-hop rate adaptation by regulating the traffic flow rate at
each node. Each node is in charge of self-regulating and self-
adapting the rate of its traffic flow i.e., the rate at which it gener-
ates or forwards packets. The traffic flows compete for available
buffer capacity at their one-hop-away receiving node involved
in the path leading to the sink. Each sending node is expected to
regulate its traffic flow rate in a way that limiting buffer capac-
ities at all receiving nodes along the network path towards the
sink are able to accommodate all received packets. The sending
rate evolution of each flow will be driven by variations in buffer
occupancies of nodes along the network path towards the sink.
Due to the decentralized nature of the LVCC protocol, and
in order to satisfy the need for low communication overhead,
each node regulates its traffic flow rate using local information
(i.e., from one-hop away neighbors). LVCC involves minimal
exchange of information and computation burden and is simple
to implement at the individual node. Performance evaluations
revealed that LVCC achieves adaptability to changing traffic
loads, scalability and fairness among flows, while providing
graceful performance degradation as the offered load increases.
LVCC was not compared against related congestion avoidance
approaches found in WSN literature.

C. Reliable Data Transport Algorithms

ESRT: Sankarasubramaniam et al. proposed Event to Sink
Reliable Transport (ESRT) [53]. ESRT considers reliability
at the application level and provides stochastically reliable
delivery of packets from sensors to the sink. It is an end-to-
end protocol trying to guarantee a desired reliability through
regulation of sensor report frequency. It provides reliability for
applications, not for each single packet. The sink uses conges-
tion feedback from sensor nodes to broadcast a notification to
adjust the reporting rate with two goals: i) to receive a sufficient
number of packets from the sink, and ii) to receive only as
many packets as necessary in order to avoid congestion and save
energy. The algorithms of ESRT runs on the sink, with minimal
functionality required at resource constrained sensor nodes. The
ESRT protocol operation is determined by the current network
state, based on the reliability achieved and congestion condition
in the network. Firstly, it needs to periodically compute the
factual reliability r based on successfully received packets in a
time interval. Secondly, ESRT deduces the required sensor re-
port frequency f from r. Thirdly and finally, ESRT informs all
sensors about f through an assumed channel with high power.
ESRT identifies five characteristic operation regions: i) No Con-
gestion, Low reliability, ii) No Congestion, High reliability, iii)
Congestion, High Reliability, iv) Congestion, Low Reliability

and v) Optimal Operating Region—which essentially translates
to No Congestion, Medium-High Reliability. The target is to
identify its current state and bring the network into OOR (Opti-
mal Operating Region). If the event-to-sink reliability is lower
than required, ESRT adjusts the reporting frequency of source
nodes aggressively in order to reach the target reliability level
as soon as possible. If the reliability is higher than required,
then ESRT reduces the reporting frequency conservatively in
order to conserve energy while still maintaining reliability. This
self-configuring nature of ESRT makes it robust in random and
dynamic topologies in WSN. An additional benefit resulting
from ESRT is energy-conservation since it can control the
sensor reporting frequency. A disadvantage with this algorithm
is the fact that all nodes are treated equally. Therefore, in case
of congestion in one region of the network all nodes are forced
to reduce their data rate, affecting negatively the network’s
throughput. Moreover ESRT does not handle different types
of events requiring different levels of reliability. Summarizing
ESRT is an end-to-end congestion control protocol that focuses
on reliability. It provides fairness among the nodes since data
rate reduction applies in all nodes in the network, even if
congestion appears in a specific area in the network. ESRT has
been implemented in ns-2 [63] simulation tool and results are
provided concerning reliability.

Directed Diffusion: Intanagonwiwat et al. proposed Di-
rected Diffusion [13]. Directed Diffusion is a data centric proto-
col because all communication is for named data. All nodes in
a directed diffusion-based network are application-aware. This
enables diffusion to achieve energy savings by selecting empir-
ically good paths (small delay) by caching and processing data
in-network (e.g., data aggregation). Directed diffusion consists
of four basic elements: interests, data messages, gradients, and
reinforcements. An interest message is a query from a sink node
to the network, which indicates what the application wants. It
carries a description of a sensing task that is supported by a
sensor network. Data in sensor networks is the collected or
processed information of an event (e.g., physical phenomenon),
is named (addressed) using attribute-value pairs and a sensing
task is diffused throughout the sensor network as an interest
for named data. This dissemination sets up gradients within
the network designed to “draw” events (i.e., data matching the
interest). A gradient is direction state created in each node that
receives an interest. This direction is set toward the neighboring
node from which the interest was received. Events start flowing
towards the sinks of interests along multiple gradient paths.
To improve performance and reliability, the empirically “good
paths” (e.g., small delay) are reinforced by the sink and their
data rate increases. On the other hand unreliable paths (e.g.,
high delay) are negatively reinforced and pruned off. Directed
Diffusion has been implemented in ns-2 [63] simulation tool.
Results are provides in comparison with Omniscient Multicast
and Flooding concerning average dissipated energy, average
delay and event delivery ratio.

GARUDA: Park et al. proposed GARUDA [59]. GARUDA
provides reliable point-to-multipoint data delivery from the sink
to the sensors. GARUDA consists of the following elements.

• an efficient pulsing based solution for reliable short-
message delivery;
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• a virtual infrastructure called the core that approximates a
near optimal assignment of local designated servers, which
itself is instantaneously constructed during the course of a
single packet flood;

• a two-stage NACK based recovery process that effectively
minimizes the overheads of the retransmission process,
and performs out-of-sequence forwarding to leverage the
significant spatial re-use possible in a WSN;

• a simple candidacy based solution to effectively support
the different notions of reliability that might be required in
a WSN.

GARUDA has been implemented if ns-2 [63] simulation tool
and results focus on reliability and energy.

STCP: Iyer et al. proposed STCP [54]. STCP is a generic,
scalable and reliable transport layer protocol where the majority
of functionalities is implemented in the sink. STCP supports
networks with multiple applications and provides additional
functionalities such as controlled variable reliability and con-
gestion detection and avoidance. In STCP, before transmitting
packets, sensor nodes inform the sink through a “Session Initi-
ation Packet”. Through this packet, the sink is informed about
the number of flows initiated from a source, the type of data,
the transmission rate, and the required reliability. As soon as the
sink receives this packet it sends an ACK packet to the source
node, and the source node can start sending packets. STCP
packet headers consists of the sequence number, a clock field,
flow id, and congestion notification bit. Since the sink knows
the rate of transmission from the source, the expected arrival
time for the next packet can be found. The sink maintains
a timer and sends a negative acknowledgement (NACK) if
it does not receive a packet within the expected time. Also,
sensor nodes specify the required reliability for each flow in the
session initiation packet. Reliability is measured as the frac-
tion of packets successfully received. Concerning congestion
control, nodes inform the sink whether they are experiencing
buffer overflow, by setting their congestion notification bit,
while the sink informs the source of a congested path by setting
the congestion bit on the ACK packet. In this case, a source
node may alter its routing path or decrease the sending rate to
mitigate congestion.

RCRT: Paek et al. proposed RCRT [55], a protocol that
focuses on reliable delivery of sensor data form source to
sink, while avoiding congestion collapse. RCRT focuses on
the transport layer and its traffic management functionality
resides on the sink. RCRT attempts to guarantee 100% reliable
data delivery based on a NACK scheme. So in case of packet
losses, the sink requests the missing packets from the source
by sending a NACK with the missing packet numbers. RCRT
implements at sink three basic components: the congestion de-
tection component which detects congestion through round trip
time, rate adaptation, and rate allocation which decreases flow
rates to control congestion; congestion detection performed
using as congestion indicator the “time to recover loss”. This
means that as long as the network is able to repair quickly
enough the packet losses (e.g., around on Round Trip Time) the
network in not congested. In other case it figures out that there
are congested spots in network. In case of congestion RCRT
applies a rate adaptation mechanism to control it. Also RCRT

applies a rate allocation mechanism on which specific rates are
allocated to each flows when the application differs (e.g., video
transmission etc.). STCP has been implemented in TOSSIM
simulation tool and results are provided also for energy spent
and packet’s latency.

Extended DCCP: Liu et al. proposed an extension to Data-
gram Congestion Control Protocol with a new congestion
control component [56]. DCCP is a transport layer protocol
designed for providing a standard way to introduce congestion
control and congestion control negotiations into multimedia
applications. Extended DCCP comes with the following added
functions:

• Buffering of received packets at the receivers,
• retransmission of lost or corrupted packets by the senders,
• detection and deletion of duplicated packets at the receivers,
• in-order delivery of received packets to the application

program at the receivers.
In this case the sender has four states: Normal State, Con-

gestion State, Failure State (route change or link failure), and
Error State (transmission error). Overall, extended DCCP has
the ability to provide a reliable operation, with a good aggregate
throughput.

VIII. DISCUSSION

In this section, we present a few directives, which, according
to our opinion, are important for a network engineer to follow in
order to design and develop new congestion control algorithms
in WSNs. These directives follow the comparison between the
algorithms as presented in Section VII and its summarization in
Tables I, II, and III.

It is certain, that the first task that should be accounted in this
effort, is the application. Application will define the way that
congestion should be detected, mitigated or avoided. WSNs are
currently being employed in a plethora of applications ranging
from medical to military, and from home to industry. All
WSN applications can be categorized under three data delivery
models: a) event-based, b) continuous-based (streaming) and
c) query-based.

Typically, when event-driven applications are involved, WSNs
operate under light load but large, sudden, and correlated-
synchronized impulses of data may suddenly arise in res-
ponse to a detected or monitored event. Most event-driven
applications (e.g., target tracking, fire detection, monitoring of
wildlife in forests) are interactive, delay intolerant (real-time)
and mission critical. That means that data generated from
sensor nodes should be delivered within short span of time
through a sink node to a processing center for further actions.
The data traffic generated by a single sensor node may be of
very low intensity. However, very bursty traffic may be
generated by a set of sensors due to a common event or a
phenomenon. In addition, the converging (many-to-one) nature
of packets from multiple sending nodes to one or more sink
nodes may lead to congestion around the sinks. Event-based
applications can lead to transient congestion phenomena due to
aperiodic and short term packet bursts.

Continuous-driven (streaming) applications e.g., video sur-
veillance, traffic control systems, health monitoring, and in-
dustrial process control can be observed in multimedia WSNs
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[71]. In streaming applications, sensor nodes send their data
continuously to the sink at a constant or regulated (by a for-
mula) rate. Streaming applications may server real-time or non-
real-time data. Real-time data is delay-constrained and has a
certain bandwidth requirement. Packet losses can be tolerated
to a certain extent. On the other hand, non-real-time data can be
send when the sink may want to collect periodic data from the
sensor field. In this context, delay and packet losses are both
tolerated. In streaming applications, the increasing reporting
rate of nodes, perhaps due to demand of higher data fidelity,
in conjunction with the uncontrolled use of scarce network
resources may lead to congestion. More specifically, packet
flows left uncontrolled (i.e., to reach high sending rates, or to
use the same paths to the sink) are likely to cause congestion
even if local contention is minimized. Streaming applications
may lead to persistent congestion phenomena.

Query-driven applications in WSNs are similar to event-
driven applications, except that the data is pulled by the sink
(as a response to a query) whereas in event-driven applications
the data is pushed from source nodes to the sink (triggered by
an event). Additionally, a query may be also used to manage
or reconfigure the sensor nodes. It is important to note that the
commands from the sink constitute one-way traffic and require
high reliability.

In a WSN involving an event-driven or a query-driven ap-
plication, where a transient congestion situation is expected to
arise, congestion mitigation or avoidance mechanisms should
be adopted as a counteraction traffic control method. This
method is simple and efficient and it has been employed by
the majority of congestion control algorithms [11], [27], [29]–
[33], [35], [37], [38], [41]. On the other hand if the application
expects heavy and persistent data load (continuous-driven ap-
plication), while all data must reach the sink, then a resource
control method should be employed. In this case, the data load
is distributed through multiple and alternative paths, to several
nodes in the networks, resulting in congestion mitigation or
avoidance while it extends network lifetime. Examples like
[28], [36], [39], and [42] support this kind of applications.

Concerning congestion detection, the situation is a bit differ-
ent. In this case we notice that the decision on which method to
choose, is, in some way, based on the MAC protocol that it is
chosen and the topology control algorithm. If the MAC protocol
is able to handle efficiently enough packet collisions in the
medium and is able to deliver without delay the packets to the
sink, congestion control algorithms can detect congestion only
by measuring the buffer occupancy. Similarly, topology control
algorithms relax the already densely initial placement of nodes
and reduce contention in the MAC layer. Algorithms like [36],
[41] are typical examples of approaches that adopt this concept.
On the other hand, if the application demands more global
solutions that do not rely on the effectiveness of the underlying
MAC protocol, then both buffer occupancy and wireless chan-
nel load are considered as the mean for congestion detection.
The majority of algorithms ([27], [28], [30], [34], [37], [39],
[40], [42]) employ this method for congestion detection. As far
as the other methods for congestion detection that we presented
in Section V, we believe that they can be employed only in
specific cases and not as a rule, as we discussed before.

From the perspective of congestion notification the situation
is clear. Explicit congestion notification has already been aban-
doned because of the need for special control messages to notify
the involved nodes that congestion is occurring. Besides the two
very first efforts [27], [53], all subsequent congestion control
algorithms adopted the implicit notification scheme since it
does not add any extra load to the already loaded network.

Thus, we believe that a network engineer that needs to deve-
lop a new congestion control algorithm can base their initial
consideration on the aforementioned directives which are shown
to depend heavily on the application running over the WSN
as well as the underlying MAC protocol. It is also important
to stress that all algorithms and schemes that apply in WSNs,
should be lightweight and exhibit low energy consumption.

IX. FUTURE DIRECTIONS

WSNs are expected to be deployed for several mission-
critical tasks and operate unattended for extended periods of
time. Due to the unpredictable nature of network operation, an
effective and efficient congestion control mechanism should ex-
hibit remarkable survivability and robustness to external stimuli
and internal perturbations or loss of units, as well as excellent
scaling properties as the number of sensor nodes scales up. Self-
adaptation should be one of the major strengths of congestion
control mechanisms as they must respond to the addition or
removal of nodes, as well as to sudden changes in the environ-
ment. Due to the memory-constrained and energy-constrained
nature of WSNs, novel congestion control approaches should
be simple to implement at the individual node level and operate
with minimal exchange of information. End-to-end congestion
control approaches will not be effective in such error prone en-
vironments because the end-to-end nature may result in reduced
responsiveness, causing increased latency and high error rates,
especially during long periods of congestion. Therefore, WSNs
necessitate autonomous and decentralized congestion control
strategies that promise fast, effective, and efficient relief from
congestion. Decentralized approaches are expected to adopt
a hop-by-hop model where all nodes along a network path
can be involved in the procedure. Each node should make
decisions based only on local information (e.g., buffer load,
channel load) since none of them has complete information
about the system state. In traditional Internet congestion control
approaches, queue (buffer) occupancy and buffer drops are of-
ten taken as congestion indication. However, simulation studies
conducted by [27] and [30], revealed that in WSNs, where the
wireless medium is shared using Carrier Sense Multiple Access
(CSMA)-like protocols, wireless channel contention losses can
dominate buffer drops and increase quickly with the offered
load. The problem of channel losses is worsened around hotspot
areas, as for example, in the area of an event, or around the
sink. In the former case, congestion occurs if many nodes report
the same event concurrently, while in the latter case congestion
is experienced due to the converging (many-to-one) nature of
packets from multiple sending nodes to a single sink node.
These phenomena result in the starvation of channel capacity in
the vicinity of senders, while the wireless medium capacity can
reach its upper limit faster than queue occupancy [72]. Thus,
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queue occupancy alone cannot accurately serve as an indication
of congestion. Novel WSN congestion control approaches are
expected to take into account both metrics (queue occupancy or
buffer drops and wireless channel contention losses) in order
to infer congestion phenomena [11]. Finally throughout the
evolution of Congestion Control and Avoidance algorithms we
notice that researchers devote a large portion of the evaluation
of their algorithms to a number of performance metrics (power,
end-to-to end delay etc.). We believe that the next step in this
field will focus on Performance Controlled Algorithms in which
proper congestion handling will be a basic factor for their
success. Already the evolution of Wireless Sensor Networks to
Wireless Multimedia Sensor Networks strike the road to this
direction.

X. CONCLUSION

In this paper, we presented a survey on Congestion Control
and Avoidance approaches in Wireless Sensor Networks. We
have briefly analyzed the types of congestion in WSNs and re-
viewed several protocols, techniques, and mechanisms dealing
with this problem. We have also classified them according to
their basic attributes. Based on the problems that arise from
the constrained nature of WSNs as well as taking into account
the inefficiencies of existing congestion control approaches, we
derived some potential directions for the performance improve-
ment of future congestion control approaches.
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