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Abstract—Wireless networks can greatly facilitate the commu-
nication in underground mines and road/subway tunnels, where
the propagation characteristics of electromagnetic (EM) waves
are significantly different from those in terrestrial environments.
According to the structure of underground mines and road
tunnels, two types of channel models can be utilized, namely,
tunnel and room/pillar channel models. However, there exists no
theoretical model for room-and-pillar channel in underground
mines to date, and current existing tunnel channel models do
not provide an analytical solution for both near and far regions
of the sources. In this paper, the multimode model is proposed,
which provides an analytical expression for the received power
and the power delay profile at any position in a tunnel. Moreover,
the multimode model is extended to characterize the room-and-
pillar channel in the underground mines after combining it with
the shadow fading model. The theoretical models are validated
by experimental measurements. Based on the proposed channel
models, the effects of various factors on the signal propagation
are analyzed. The factors include: the operating frequency, the
size of the tunnel or underground mine room, the antenna
position and polarization, and the electrical parameters.

Index Terms—Wireless networks, underground mine, tunnel,
channel model, waveguide, multi-mode model.

I. INTRODUCTION

RELIABLE and efficient communication networks are
needed in underground mines and road/subway tunnels.

They can be used to improve the safety and productivity in
underground mines [1], [2], to realize convenient communica-
tion for drivers and passengers in road/subway tunnels, and to
avoid terroristic attacks by surveilling these vulnerable areas.

In underground mines and road tunnels, wireless networking
using natural wave propagation is a more flexible and efficient
solution than the wire-based or leaky coaxial cable guided
systems because it is low-cost, easy to implement and scalable.
However, radio waves do not propagate well in underground
mines and road tunnels [5]. Due to the bounding of the tunnel
walls, the propagation characteristics of electromagnetic (EM)
signals are very different than in terrestrial wireless channels
[4], [6]. To design an optimal wireless communication network
in underground mines and road tunnels, an accurate channel
model with realistic computational cost is needed to predict
the path loss as well as the signal delay spread.

In underground mines, multiple passageways are developed
to connect the aboveground entrance and different mining
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areas. The structure of mining area is established by mining
methods, which are determined by the shape and position of
the ore body [7].

∙ If the ore body is flat and competent, room and pillar
mining can be implemented. The mining area can be
viewed as a big room with some randomly shaped pillars
in it, as shown in Fig. 1(a).

∙ If the ore body has a steep dip, cut-and-fill mining,
sublevel stoping or shrinkage stoping can be employed.
Mines using those techniques have similar structures: the
mining area consists of several types of tunnels, e.g.
mining tunnel and transport tunnel. The sectional plan
of cut-and-fill mining is shown in Fig. 1(b).

∙ If the ore body has a large, thin, seam-type shape, long-
wall mining is preferred, as shown in Fig. 1(c). Besides
the entry tunnels, the mining area near the longwall face
can also be modeled as a tunnel since it is encircled by
the hydraulic support and the longwall face.

Therefore, underground mines require two types of channel
models. The tunnel channel model is used to describe the
signal propagation in passageways and mining area tunnels.
On the other hand, the room-and-pillar channel model char-
acterizes the wireless channel of room-and-pillar mining areas.
It should be noted that the structure of road/subway tunnels
is similar to that of underground mine tunnels, thus they can
share the same tunnel channel model.

For room-and-pillar channel model, no theoretical results
have been obtained to date. For tunnel channel model, cur-
rently there are mainly three solutions [8]: the Geometrical
Optical model (GO model), the Waveguide model and the Full
Wave model. The GO model can numerically predict the path
loss and signal delay at any position. However, it requires
a large amount of information to describe the environment
[9]. Additionally, for long tunnel paths, the very large number
of rays leads to numerical difficulties and the convergence
may become very long. The waveguide model does not need
detailed information to describe the tunnel and it is the only
model that provides the analytical solution. However, it is not
suitable to analyze the signal propagation in the region near the
transmitter. Consequently, it can not be utilized in high density
networks, e.g., wireless sensor networks. The full wave model,
such as finite-difference time-domain (FDTD) technique, pro-
vides very accurate results in arbitrary geometries. However,
the model is limited to numerical results and also may create
unrealistic computational burden.

In this paper, we provide an analytical channel model,
the multimode model, which lays out the foundation for
reliable and efficient communication networks in underground

0090-6778/10$25.00 c⃝ 2010 IEEE

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on August 02,2010 at 15:08:05 UTC from IEEE Xplore.  Restrictions apply. 



SUN and AKYILDIZ: CHANNEL MODELING AND ANALYSIS FOR WIRELESS NETWORKS IN UNDERGROUND MINES AND ROAD TUNNELS 1759

Pillar

Ore Body

Entry

Room

Rock/Soil

(a) Plan of room-and-pillar
mining

Ore
Body

Filling
Material

Rock/Soil Mining
Tunnel

Transport
Tunnel

Ore Pass

(b) Cut-and-fill mining

Ore Body

B
ot

to
m

 E
nt

ry

To
p 

En
try

Hydraulic
Support

Mined Area

Shearer

Longwall Face

Belt Conveyor

(c) Plan of longwall mining

Fig. 1. Mine structure of different mining methods.

mines and road tunnels. For tunnel environment, the mul-
timode model can completely characterize the natural wave
propagation in both near and far regions of the source. For
room-and-pillar environment, the multimode model is still
valid when combined with the shadow fading model. The
proposed theoretical model is validated by the experimental
measurements. Based on the new channel model, we present
an in-depth analysis on the wireless channel characteristics
in underground mines and road tunnels, which is influenced
by multiple factors including operating frequency, tunnel or
room size, antenna position and polarization, and dielectric
properties of the wall/ceiling/floor, and the air in the mine or
tunnel.

The remainder of this paper is organized as follows. In
Section II, the related work is introduced. In Section III, the
multimode model is developed in detail. Then, in Section
IV, the characteristics of the wireless channel in underground
mines and road tunnels is analyzed by the multimode model.
Finally, the paper is concluded in Section V.

II. RELATED WORK

Existing channel models for tunnels include the GO model
[10], the waveguide model [11] and full wave model [12].
In the GO model, EM waves are approximately modeled
as optical rays. The EM field is obtained by summing the
contributions of rays undergoing reflections on the tunnel
walls. In [13], [14], the rays diffracted near tunnel wedges are
considered to improve the accuracy of the GO model. Except
in some very idealized situations, e.g., the waveguide with two

perfectly reflecting side walls [10], the GO model depends on
computer simulations to obtain numerical solutions, and the
computational burden increases dramatically as the signal path
is prolonged [9], [15]. In the waveguide model, the tunnel be-
haves as an oversized waveguide with imperfectly lossy walls.
Maxwell’s equations are solved by taking consideration of
the boundary conditions. The eigenfunctions and propagation
constants for the EM field of all possible modes are provided
in [16]. The waveguide model assumes that there is only the
lowest mode signal propagation in the tunnel. However, since
the operating frequency (UHF) is much higher than the cut-off
frequency in tunnels, the large number of modes will be exited
near the transmitter antenna [17]. Consequently, the waveguide
model can not characterize the multi-mode operating channel
in the near region. Full wave models can solve the Maxwell’s
equations with arbitrary boundary conditions using numerical
methods, such as FDTD [12]. The partial differential equations
are solved at discrete time and discrete points (finite grid).
However, it is required that the size of the finite grid in space
should be less than one tenth of the free space wavelength, and
the time integration step must be less than the grid size divided
by the velocity of the light. Given the large size of tunnels and
the high operating frequency (UHF), the computational burden
exceeds well beyond the capacity of existing computers.

In [18], a hybrid model combining the GO model and
waveguide model is presented. A free-space model is utilized
in the near region, and a waveguide model is used in the
far region. The near and far regions are divided by the break-
point (or turn-point), which is viewed as the intersection of the
two different models. However, the change from near region
with multiple modes to the far region with single mode is
a continuous process. An exact break-point cannot exist. In
addition, it cannot characterize the fast signal fluctuation of the
multi-mode channel in the near region. Another type of hybrid
model is the statistical model [19], [20], where the tunnel
is divided into 2 or 3 intervals with different propagation
coefficients. In each interval, the signal attenuation is roughly
estimated by GO model or experimental results, and the signal
fluctuation is modeled as Rayleigh and Rice distributions.
Statistical model can simply predict both signal attenuation
and fluctuation. However, the coefficients may be only appli-
cable to a certain environment. Additionally, the model also
encounters the problem of how to divide the intervals.

In [21], a mode-matching method is used to give a measure
for the correlation of different antennas of a MIMO system in
tunnels. The mode intensity is derived by projecting the field
derived by GO model onto the orthogonal modes. However,
this mode-matching method cannot provide the closed-form
results of the mode intensity. Consequently, neither detailed
analytical solution nor further analysis is given in [21].

Currently, there is no existing channel model for room-and-
pillar mining area. In [4], [22], some experimental measure-
ments are provided. It is indicated that the signal experiences
higher attenuation in room-and-pillar environments than in
tunnels. Additionally, the multipath fading is severe in both
near and far region of the transmitter.

In this paper, we provide a new hybrid model that combines
the GO model and waveguide model using Poisson sum
formula. Analytical solutions for both near and far regions
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are developed for tunnel environments. Combined with the
shadow fading model, our model can also characterize the
wireless channel in the room-and-pillar mining area. The
proposed model is validated by both theoretical deduction and
experimental results.

III. THE MULTIMODE MODEL

To settle the problems of current tunnel channel models,
we introduce the multimode model, which can be viewed as
a multi-mode operating waveguide model. Since the modes
derived by the waveguide model are actually all possible
solutions for the Maxwell’s equations, only the EM waves
that have the same shapes as those modes are possible to exist
in the tunnel. However, the intensity of each mode depends
on the excitation, which cannot be given by the waveguide
model. Hence, the GO model is involved to analyze the
EM field distribution for the excitation plane, i.e., the tunnel
cross-section that contains the transmitter antenna. This field
distribution can be viewed as the weighted sum of the field
of all modes. The mode intensities are estimated by a mode-
matching technique. Once the mode intensity is determined in
the excitation plane, the mode propagation is mostly governed
by the tunnel itself. Then the EM field in the rest of the tunnel
can be predicted by summing the EM field of each mode.

The room-and-pillar environment can be viewed as a planar
air waveguide superimposed with some random distributed and
random shaped pillars in it. A simplified multimode model is
able to describe the EM wave propagation in the planar air
waveguide. The random distributed and random shaped pillars
form an environment very similar to a terrestrial metropolitan
area with many buildings. Hence, the shadow fading model
can be used to describe the signal’s slow fading caused by the
reflection and diffraction on those pillars.

In the remainder of this section, we first develop the
multimode model for tunnel channels. Then the multimode
model is extended to cover the room-and-pillar case.

A. Tunnel Environment Model

Actual tunnel cross sections are generally in-between a
rectangle and a circle. However, the EM field distribution and
attenuation of the modes in rectangle waveguide are almost the
same as the circular waveguide [4]. Hence, in our model, the
tunnel cross section is treated as an equivalent rectangle with a
width of 2𝑎 and a height of 2𝑏. A Cartesian coordinate system
is set with its origin located at the center of the rectangle
tunnel. 𝑘𝑣, 𝑘ℎ and 𝑘𝑎 are the complex electrical parameters
of the tunnel vertical/horizontal walls and the air in the
tunnel, respectively, which are defined as: 𝑘𝑣=𝜀0𝜀𝑣 +

𝜎𝑣

𝑗2𝜋𝑓0
,

𝑘ℎ= 𝜀0𝜀ℎ + 𝜎ℎ

𝑗2𝜋𝑓0
and 𝑘𝑎= 𝜀0𝜀𝑎 +

𝜎𝑎

𝑗2𝜋𝑓0
, where 𝜀𝑣, 𝜀ℎ and

𝜀𝑎 are the relative permittivity for vertical/horizontal walls
and the air in the tunnel; 𝜀0 is the permittivity in vacuum
space; 𝜎𝑣 , 𝜎ℎ and 𝜎𝑎 are their conductivity; 𝑓0 is the central
frequency of the signal. The three areas are assumed to have
the same permeability 𝜇0. The wave number in the tunnel
space is given by 𝑘 = 2𝜋𝑓0

√
𝜇0𝜀0𝜀𝑎. We define the relative

electrical parameter 𝑘𝑣 and 𝑘ℎ for concise expression, which
are 𝑘𝑣 = 𝑘𝑣/𝑘𝑎 and 𝑘ℎ = 𝑘ℎ/𝑘𝑎. We assume that the
transmitter antenna is an X-polarized electrical dipole. The

results for Y-polarized antenna can be obtained simply by
interchanging the 𝑥- and 𝑦-axes. The major polarized field
plays a dominant role inside the tunnel and the coupling term
can be omitted. Hence, in our multimode model, we only
consider the major polarized field.

B. Multiple Mode Propagation in Tunnels

The propagation of EM waves in tunnels can be viewed as
the superposition of multiple modes with different field distri-
bution and attenuation coefficients. By solving the Maxwell’s
equations, the field distribution of each mode can be derived
in the form of eigenfunctions [5], [16], [26]:

𝐸𝑒𝑖𝑔𝑛
𝑚,𝑛 (𝑥, 𝑦) ≃ sin

(𝑚𝜋

2𝑎
𝑥+ 𝜑𝑥

)
⋅ cos

(𝑛𝜋
2𝑏

𝑦 + 𝜑𝑦

)
(1)

where 𝜑𝑥 = 0 if 𝑚 is even; 𝜑𝑥 = 𝜋
2 if 𝑚 is odd; 𝜑𝑦 = 0 if

𝑛 is odd; 𝜑𝑦 = 𝜋
2 if 𝑛 is even.

The field at any position (𝑥, 𝑦, 𝑧) inside the tunnel can be
obtained by summing up the field of all significant modes,
which is given by:

𝐸𝑅𝑥(𝑥, 𝑦, 𝑧) =
∞∑

𝑚=1

∞∑
𝑛=1

𝐶𝑚𝑛 ⋅𝐸𝑒𝑖𝑔𝑛
𝑚,𝑛 (𝑥, 𝑦) ⋅ 𝑒−(𝛼𝑚𝑛+𝑗𝛽𝑚𝑛)⋅𝑧

(2)
where 𝐶𝑚𝑛 is the mode intensity on the excitation plane; 𝛼𝑚𝑛

and 𝛽𝑚𝑛 are the attenuation coefficient and the phase-shift
coefficient, respectively, which is given by [5], [11], [16]:

𝛼𝑚𝑛 =
1

𝑎

(𝑚𝜋

2𝑎𝑘

)2
𝑅𝑒

𝑘𝑣√
𝑘𝑣 − 1

+
1

𝑏

( 𝑛𝜋

2𝑏𝑘

)2
𝑅𝑒

1√
𝑘ℎ − 1

𝛽𝑚𝑛 =

√
𝑘2 −

(𝑚𝜋

2𝑎

)2
−
(𝑛𝜋
2𝑏

)2
(3)

The waveguide model considers that only the lowest order
mode exists in the tunnel, i.e. 𝐶11 = 1 and 𝐶𝑚𝑛 = 0 if
(𝑚,𝑛) ∕= (1, 1). However, in the near region of the transmitter,
there exist multiple modes. The intensity of each modes need
to be determined. In the next step, we first analyze the field
distribution of the excitation plane by the GO model. Then
a mode matching technique is utilized to convert the sum of
rays of the GO model to the sum of modes. Consequently, the
mode intensity 𝐶𝑚𝑛 on the excitation plane can be obtained.

C. Field Analysis of the Excitation Plane by the GO Model

The total field in the tunnel is equal to the sum of ray
contributions from all reflection images and the source. The
reflection images and the source on the excitation plane are
located as Fig. 2 shows. Due to the geometry characteristic
of rectangle cross section shape, the images and the reflection
rays have the following properties:

∙ The ray coming from image 𝐼𝑝,𝑞 experiences ∣𝑝∣ times
reflection from vertical wall and ∣𝑞∣ times reflection from
horizontal ceiling/floor.

∙ Suppose that 𝛼 is the incident angle on the ceiling/floor,
and 𝛽 is the incident angle on the wall. For a certain ray,
these angles remain the same.

Consider that the transmitter is located at the coordinate
(𝑥0, 𝑦0, 0), and the observation point is set at the coordinate
(𝑥, 𝑦, 𝑧). The field at the transmitter is 𝐸0. The field at the
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Fig. 2. The set of images in the excitation plane in a rectangular cross
section tunnel.

observation point is the sum of the rays coming from all the
images:

𝐸𝑅𝑥(𝑥, 𝑦, 𝑧) = (4)

𝐸0 ⋅
∞∑

𝑝=−∞

∞∑
𝑞=−∞

[
exp(−𝑗𝑘𝑟𝑝,𝑞)

𝑟𝑝,𝑞

]
⋅ 𝑆(𝑘𝑣)∣𝑝∣ ⋅ 𝑅(𝑘ℎ)

∣𝑞∣

where 𝑟𝑝,𝑞 is the distance between image 𝐼𝑝,𝑞 and the receiver:

𝑟𝑝,𝑞=
√
(2𝑝𝑎±𝑥0− 𝑥)2 + (2𝑞𝑏±𝑦0− 𝑦)2 + 𝑧2; (5)

where "+" sign is for the case when 𝑝 or 𝑞 is even, while "−"
sign is for that case when 𝑝 or 𝑞 is odd. 𝑅(𝑘ℎ) and 𝑆(𝑘𝑣) are
the reflection coefficients on the horizontal and vertical walls.
In this paper, the reflection coefficients 𝑅(𝑘ℎ) and 𝑆(𝑘𝑣) are
simplified to their approximate expressions (see Appendix A):

𝑅(𝑘ℎ)=−exp
( −2√

𝑘ℎ − 1
⋅ ∣2𝑞𝑏±𝑦0− 𝑦∣

𝑟𝑝,𝑞

)
;

𝑆(𝑘𝑣)=−exp
( −2𝑘𝑣√

𝑘𝑣 − 1
⋅ ∣2𝑝𝑎±𝑥0− 𝑥∣

𝑟𝑝,𝑞

)
(6)

D. Mode-Matching in the Excitation Plane

By rearranging the ray sum in (4), we can divide the ray
sum into four parts:

𝐸𝑅𝑥(𝑥, 𝑦, 𝑧) =
∞∑

𝑝,𝑞=−∞
𝑓(4𝑞𝑎+ 𝑥0 − 𝑥, 4𝑝𝑏+ 𝑦0 − 𝑦)

+

∞∑
𝑝,𝑞=−∞

𝑓(4𝑞𝑎+ 𝑥0 − 𝑥, 4𝑝𝑏+ 2𝑏− 𝑦0 − 𝑦)

+

∞∑
𝑝,𝑞=−∞

𝑓(4𝑞𝑎+ 2𝑎− 𝑥0 − 𝑥, 4𝑝𝑏+ 𝑦0 − 𝑦)

+

∞∑
𝑝,𝑞=−∞

𝑓(4𝑞𝑎+ 2𝑎− 𝑥0 − 𝑥, 4𝑝𝑏+ 2𝑏− 𝑦0 − 𝑦) (7)

where 𝑓(𝑢, 𝑣) is the function defined as:

𝑓(𝑢, 𝑣)=𝐸0⋅ exp(−𝑗𝑘
√
𝑢2 + 𝑣2 + 𝑧2)√

𝑢2 + 𝑣2 + 𝑧2
⋅ (−1)𝑝(𝑣)+𝑞(𝑢) (8)

⋅ exp
[

−2√
𝑢2 + 𝑣2 + 𝑧2

( ∣𝑣∣𝑝(𝑣)√
𝑘ℎ − 1

+
∣𝑢∣𝑘𝑣𝑞(𝑢)√

𝑘𝑣 − 1

)]

where 𝑝(𝑣) and 𝑞(𝑢) are discontinuous functions that takes
values of 0,±1,±2, ⋅ ⋅ ⋅ . To facilitate the mode matching,
we approximately transform 𝑝(𝑣) and 𝑞(𝑢) to continuous
functions. Then,

𝑝(𝑣) =
∣𝑣∣
2𝑏

; 𝑞(𝑢) =
∣𝑢∣
2𝑎

(9)

Note that each part in (7) is a periodic function of 4𝑎 and 4𝑏.
We first consider the first part in (7). According to 2-dimension
Poisson Summation Formula [23], the sum can be converted
to:

∞∑
𝑝,𝑞=−∞

𝑓(4𝑞𝑎+ 𝑥0 − 𝑥, 4𝑝𝑏+ 𝑦0 − 𝑦) (10)

=
1

4𝑎

1

4𝑏

∞∑
𝑚=−∞

∞∑
𝑛=−∞

F1(𝑚,𝑛) ⋅ 𝑒𝑗𝑚𝜋
2𝑎 𝑥𝑒𝑗

𝑛𝜋
2𝑏 𝑦

The coefficient F1(𝑚,𝑛) is the 2-dimension Fourier transform
of the function 𝑓(𝑥0 − 𝑥, 𝑦0 − 𝑦) in the first part in (7):

F1(𝑚,𝑛)=

∫∫ ∞

−∞
𝑓(𝑥0−𝑥, 𝑦0−𝑦)𝑒−𝑗𝑚𝜋

2𝑎 𝑥𝑒−𝑗 𝑛𝜋
2𝑏 𝑦𝑑𝑥𝑑𝑦

(11)

We utilize the saddle-point method [24] to derive the closed-
form result of the integration. The detailed deduction of the
saddle-point integration are provided in Appendix B. Note
that here we only care about the field 𝐸𝑅𝑥(𝑥, 𝑦, 𝑧) on the
excitation plane where 𝑧 = 0. Therefore, the coefficient
F1(𝑚,𝑛) on the excitation can be expressed as:

F1(𝑚,𝑛)≃𝐸0
𝜋√

1−(𝑚𝜋
2𝑎𝑘 )

2−( 𝑛𝜋2𝑏𝑘 )
2
⋅𝑒−𝑗(𝑚𝜋

2𝑎 𝑥0+
𝑛𝜋
2𝑏 𝑦0) (12)

By this way, the first part of the ray sum in (7) can be
converted to the sum of complex modes in (10). In the same
way, the Poisson sum formula can be utilized in the rest parts
in (7), and the coefficients F2(𝑚,𝑛),F3(𝑚,𝑛),F4(𝑚,𝑛)
can also be derived by the saddle point method. Therefore,
the field in the excitation plane can be expressed as:

𝐸𝑅𝑥(𝑥, 𝑦, 0) =
1

4𝑎

1

4𝑏

∞∑
𝑚=−∞

∞∑
𝑛=−∞

[
F1(𝑚,𝑛) + F2(𝑚,𝑛)

+ F3(𝑚,𝑛) + F4(𝑚,𝑛)
]
⋅ 𝑒𝑗𝑚𝜋

2𝑎 𝑥𝑒𝑗
𝑛𝜋
2𝑏 𝑦

=

∞∑
𝑚=−∞

∞∑
𝑛=−∞

𝐸0𝜋

16𝑎𝑏
√
1− (𝑚𝜋

2𝑎𝑘 )
2 − ( 𝑛𝜋2𝑏𝑘 )

2
⋅ 𝑒𝑗𝑚𝜋

2𝑎 𝑥𝑒𝑗
𝑛𝜋
2𝑏 𝑦

⋅
(
𝑒−𝑗𝑚𝜋

2𝑎 𝑥0𝑒−𝑗 𝑛𝜋
2𝑏 𝑦0 + 𝑒𝑗

𝑚𝜋
2𝑎 𝑥0−𝑚𝜋𝑒𝑗

𝑛𝜋
2𝑏 𝑦0−𝑛𝜋

− 𝑒𝑗
𝑚𝜋
2𝑎 𝑥0𝑒𝑗

𝑛𝜋
2𝑏 𝑦0−𝑛𝜋 − 𝑒𝑗

𝑚𝜋
2𝑎 𝑥0−𝑚𝜋𝑒𝑗

𝑛𝜋
2𝑏 𝑦0

)
=

∞∑
𝑚=1

∞∑
𝑛=1

𝐸0𝜋

𝑎𝑏
√
1−(𝑚𝜋

2𝑎𝑘 )
2−( 𝑛𝜋2𝑏𝑘 )

2
sin
(𝑚𝜋

2𝑎
𝑥0+𝜑𝑥

)
(13)

⋅ cos
(𝑛𝜋
2𝑏

𝑦0+𝜑𝑦

)
sin
(𝑚𝜋

2𝑎
𝑥+𝜑𝑥

)
cos
(𝑛𝜋
2𝑏

𝑦+𝜑𝑦

)
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Note that (13) is exactly the weighted sum of the eigenfunction
of each propagation mode in (1). The weight of each eigen-
function is the mode intensity 𝐶𝑚𝑛 in the excitation plane:

𝐶𝑚𝑛 = (14)
𝐸0𝜋

𝑎𝑏
√
1− (𝑚𝜋

2𝑎𝑘 )
2 − ( 𝑛𝜋2𝑏𝑘 )

2
sin
(𝑚𝜋

2𝑎
𝑥0 + 𝜑𝑥

)
cos
(𝑛𝜋
2𝑏

𝑦0 + 𝜑𝑦

)
By substituting (1), (3) and (14) into (2), the field of any
position in the tunnel can be analytically calculated.

Then suppose the transmitting power is 𝑃𝑡; 𝐺𝑡 and 𝐺𝑟 are
the antenna gains of the transmitter and the receiver, respec-
tively. The predicted received signal power at the coordinate
(𝑥, 𝑦, 𝑧) is given by:

𝑃𝑟(𝑥, 𝑦, 𝑧) = (15)

𝑃𝑡𝐺𝑡𝐺𝑟

(
1

𝐸0

∑
𝑚,𝑛

𝐶𝑚𝑛 ⋅ 𝐸𝑒𝑖𝑔𝑛
𝑚,𝑛 (𝑥, 𝑦) ⋅ 𝑒−(𝛼𝑚𝑛+𝑗𝛽𝑚𝑛)⋅𝑧

)2

E. Power Delay Profile for Wideband Signal

If the transmitting signal is wideband, significant signal
distortion may happen due to the dispersion effect of the tunnel
waveguide, which will cause severe inter symbol interference
(ISI). We characterize this channel effect by calculating the
power delay profile (PDP).

We assume that the wideband signal 𝑠(𝑡) has a bandwidth
of 𝐵 around the central frequency 𝑓0, i.e. 𝑓 ∈ [𝑓0−𝐵/2, 𝑓0+
𝐵/2]. The frequency spectrum of the signal is characterized
by its fourier transform 𝑆(𝑓). This signal can be viewed as
the sum of all the sinusoidal waves whose frequencies fall into
the band. The intensity of each sinusoidal wave is determined
by the fourier transform 𝑆(𝑓). In addition, if the signal 𝑠(𝑡)
is real, then its fourier transform 𝑆(𝑓) is an even function of
the frequency 𝑓 . Hence,

𝑠(𝑡) =

∫ 𝑓0+𝐵/2

𝑓0−𝐵/2

𝑆(𝑓) ⋅ 2 cos (2𝜋𝑓 ⋅ 𝑡) 𝑑𝑓 (16)

Different frequency elements in (16) have different wave
number 𝑘(𝑓). Consequently, the mode intensity 𝐶𝑚𝑛(𝑓), field
distribution 𝐸𝑒𝑖𝑔𝑛

𝑚,𝑛 (𝑥, 𝑦, 𝑓), attenuation coefficients 𝛼𝑚𝑛(𝑓)
and phase-shift coefficients 𝛽𝑚𝑛(𝑓) become the functions of
the frequency 𝑓 .

Moreover, the propagation delay of a certain mode also
varies with the frequency. For a sinusoidal wave signal with
a single frequency 𝑓 , the propagation delay of 𝐸𝐻𝑚𝑛 mode
can be calculated by 𝜏𝑚𝑛(𝑓) = 𝑧/𝑣𝑚𝑛(𝑓), where 𝑣𝑚𝑛(𝑓) is
the group velocity that is given by:

𝑣𝑚𝑛(𝑓) = 𝑐

√√√√⎷1−
(
𝑐
√(

𝑚𝜋
2𝑎

)
2
+
(
𝑛𝜋
2𝑏

)
2

2𝜋𝑓

)2

(17)

According to (17), the group velocity is a function of both
the operating frequency 𝑓 and the mode’s order (𝑚,𝑛). For
the same mode, different frequency signals have different
propagation delay. For a single frequency, different modes
also have different delay. Hence, both the dispersion among
modes and the dispersion among frequency elements should
be considered when calculating the power delay profile of a

wideband signal. At a certain time 𝑡 and position (𝑥, 𝑦, 𝑧)
in the tunnel, the received power of a wideband signal 𝑃

𝑊𝐵

can be calculated by summing up the contributions of all the
arrived significant modes of all frequency elements, which is
given by:

𝑃𝑊𝐵(𝑥, 𝑦, 𝑧, 𝑡)=𝑃𝑡𝐺𝑡𝐺𝑟

{
1

𝐸0

∑
𝑚,𝑛

∫ 𝑓0+
𝐵
2

𝑓0−𝐵
2

[
𝐶𝑚𝑛(𝑓)⋅𝐸𝑒𝑖𝑔𝑛

𝑚,𝑛 (𝑥,𝑦,𝑓)

⋅ 𝑒−𝛼𝑚𝑛⋅𝑧 ⋅𝑆(𝑓)⋅𝛿(𝑡− 𝑧

𝑣𝑚𝑛(𝑓)
)⋅cos(2𝜋𝑓𝑡−𝛽𝑚𝑛⋅𝑧)

]
𝑑𝑓

}2

(18)

where

𝛿(𝑥) =

{
1, if 𝑥 ≥ 0

0, otherwise
(19)

Then the power delay profile can be derived by calculating
(18) in a continuous time slot.

F. Multimode Model in the Room-and-pillar Environment

As discussed in the beginning of Section III, simplified
multimode model combined with shadow fading model is
implemented to characterize the wireless channel in room-
and-pillar environment.

1) The Simplified Multimode Model: Because the room of
the room-and-pillar channel in underground mines is usually
very large, the influence of the reflection on the vertical walls
is very limited. However, the reflection on the ceiling and
floor cannot be omitted. Hence, the room without pillars is
modeled as a planar air waveguide. It can be viewed as a
simplified rectangular waveguide with dependence on only
one coordinate. Hence, we use the same procedure as in the
tunnel case to develop the multimode model in room-and-pillar
environment.

First, we utilize the GO model to analyze the excitation
area. Because the planar air waveguide has dependence on
only one coordinate, the excitation plane is degenerated to a
line that is perpendicular to the ceiling and floor plane and
contains the point of the transmission antenna. The geometry
of the cross section is just the same as that of tunnels but
with only y-coordinate. The properties of the images and the
reflection rays in the tunnel case is still valid. The difference
lies in: 1) only y-coordinate takes effect; and 2) the incident
angle on the ceiling and floor is a constant – 0∘, hence the
reflection coefficient is (1−√

𝑘ℎ)/(1+
√
𝑘ℎ) for X-polarized

field and (
√
𝑘ℎ − 1)/(

√
𝑘ℎ + 1) for Y-polarized field. In the

following derivation, we assume the transmission antenna is
X-polarized. The result for Y-polarized antenna can be derived
in the similar way. Consider that the transmitter is located at
the height 𝑦0, and the observation point is set at the height 𝑦.
The major field at the observation point is given by:

𝐸𝑅𝑥 = 𝐸0 ⋅
∑
𝑞

[
exp(−𝑗𝑘𝑦𝑞(𝑦))

𝑦𝑞(𝑦)

]
⋅
(
1−√

𝑘ℎ

1 +
√
𝑘ℎ

)∣𝑞∣
(20)

where 𝑦𝑞(𝑦) is the distance between image 𝐼𝑞 and the receiver,
which is given by:

𝑦𝑞(𝑦) =

{
∣2𝑞𝑏− 𝑦0 − 𝑦∣ , if 𝑞 is odd

∣2𝑞𝑏+ 𝑦0 − 𝑦∣ , if 𝑞 is even
(21)
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Second, we express the field on the excitation line obtained
above into the weighted sum of planar air waveguide modes,
and then derive the mode intensity. The eigenfunctions of X-
polarized modes in planar air waveguide is given by [9]:

𝐸𝑥
𝑛(𝑦) = 𝐸0 ⋅ cos

[(
𝑛𝜋

2𝑏
− 𝑗 ⋅ 𝑛𝜋

2𝑏2𝑘

𝑘ℎ√
𝑘ℎ − 1

)
𝑦 + 𝜑𝑦

]

≃ 𝐸0 ⋅ cos
(𝑛𝜋
2𝑏

𝑦 + 𝜑𝑦

)
(22)

where 𝜑𝑦 = 𝜋
2 if 𝑛 is even; 𝜑𝑦 = 0 if 𝑛 is odd.

The mode intensity 𝐶𝑛 is derived by converting the ray
sum in (20) into mode sum using the Poisson sum formula.
By using the same saddle point method as in the tunnel case,
the mode intensity 𝐶𝑛 is:

𝐶𝑛(𝑧) =
𝐸0𝜋

𝑏𝑧
√
1− ( 𝑛𝜋2𝑏𝑘 )

2
⋅ cos

(𝑛𝜋
2𝑏

𝑦0 + 𝜑𝑦

)
(23)

Note the intensity 𝐶𝑛 is now a function of the distance 𝑧.
With the intensity and eigenfunction of each mode, the field
at any position can be predicted for the case without pillars.

2) Shadow Fading Model and the Combined Result:
The pillars in the room-and-pillar mining area are randomly
distributed and have random shapes. Signals may experience
many reflection and diffraction on those pillars before reaching
the receiver. It is very similar to the terrestrial metropolitan
area with many buildings. Hence, the shadow fading model
can be used to describe the signal’s slow fading caused by
the reflection and diffraction on those pillars. The amplitude
change caused by shadow fading is often modeled using a log-
normal distribution [25]. Since one mode can be viewed as a
cluster of rays with the same grasping angle, we assume that
each mode experiences identically distributed and independent
shadow fading when it goes through the pillars. Therefore, the
predicted field at any position (𝑏+ 𝑦 𝑚 above the floor, 𝑧 𝑚
apart the transmitter) can be obtained by summing up the field
of all modes, which is given by:

𝐸𝑅𝑥(𝑦, 𝑧) = 𝐸0 ⋅
∑
𝑛

𝐶𝑛(𝑧) ⋅𝐸𝑥
𝑛(𝑦) ⋅ 𝑒−(𝛼𝑛+𝑗𝛽𝑛)⋅𝑧 ⋅ 𝜒𝑛 (24)

where {𝜒𝑛} are identically distributed and independent log-
normal random variables; the field is divided by 2𝜋𝑧 because
the plane wave in the room-and-pillar environment spreads in
all horizontal directions; 𝛼𝑛 is the attenuation coefficient and
𝛽𝑛 is the phase-shift coefficient, which is given by [5], [9]:

𝛼𝑛 =
1

𝑏

( 𝑛𝜋

2𝑏𝑘

)2
𝑅𝑒

1√
𝑘ℎ − 1

; 𝛽𝑛 =

√
𝑘2 −

(𝑛𝜋
2𝑏

)2
(25)

In the room-and-pillar environment, since the shape, number
and position of the pillars are random and vary from case
to case, it is not possible to derive a general analytical
solution to calculate the power delay profile. Consequently, to
characterize the signal distortion of wideband signals in the
room-and-pillar environments, field experiments are needed to
measure the power delay profile in such mining areas.

G. Comparison with Experimental Measurements

To validate the multimode model, we compare our theoret-
ically predicted received power with the experimental mea-
surements in both tunnel and room-and-pillar environments

provided in [3] and [4]. Additionally, we also compare our
calculated power delay profile with the experimental measure-
ments in a tunnel shown in [13].

In [3], the experiments were conducted in a concrete road
tunnel. The tunnel is 3.5 𝑘𝑚 long and has an equivalent
rectangle (7.8 𝑚 wide and 5.3 𝑚 high) cross section shape.
The transmitting and receiving antennas are vertical polarized
dipoles at the same height (2 𝑚). Both antennas are placed
at the same horizontal position of one-quarter of the tunnel
width. Using the same parameters stated above, we calculated
the received power by the multimode model. In Fig. 3(a),
the calculated results at the frequency of 450 𝑀𝐻𝑧 and
900 𝑀𝐻𝑧 are compared with the measurements shown in [3,
Fig. 18]. The theoretical curves are vertically displaced from
the experimental curves for better comparison. It is shown that
the curves of the theoretical and experimental results are close
to each other. Our multimode model accurately predicts the
attenuation velocity, the fast fading in the near region, the flat
fading in the far region and the effects of different operating
frequency in the tunnel environment.

In [4], the experiments were conducted in a room-and-pillar
mining area with an average height of 6 𝑚. The ceiling and
floor are made of rocks and the typical values of electrical
parameters are 𝜀ℎ = 10𝜀0 and 𝜎ℎ = 0.01 𝑆/𝑚. The air
in this mining area has the same electrical parameters as
the atmosphere. The transmitting and receiving antennas are
vertical polarized dipoles placed at the same height (2 𝑚). In
Fig. 3(b), the calculated results in the frequency of 900 𝑀𝐻𝑧
are compared with the measurements shown in [4, Fig. 8 (b)].
As it can be seen, the theoretical results have a good agreement
with the experimental measurements in the room-and-pillar
environment in underground mines.

In [13], wide-band propagation measurements were per-
formed in a rectangular concrete subway tunnel that is 3.43 m
wide, 2.6 m high and 258.7 m long. The signal has a 400 MHz
bandwidth at the central frequencies of 900 MHz. The noise
floor is 84 dBm, which yields a threshold of 74 dBm for an
input 10 dB SNR. The transceiver antennas are horizontally
polarized at the center of the tunnel and 50 m apart. In our
estimation, we use 900 MHz carrier to modulate a 10 ns wide
raised-cosine pulse, which has the same signal bandwidth and
central frequency as the experiments. In Fig. 3(c), the calcu-
lated power delay profile is compared with the measurements
shown in [13, Fig. 8 (a)]. It indicates that the theoretical results
have a good match with the measurements in signal shape,
delay spread and signal strength.

IV. CHANNEL CHARACTERISTICS IN UNDERGROUND

MINES AND ROAD TUNNELS

In this section, we first implement the multimode model to
analyze the path loss and delay spread under various tunnel
conditions. Then we extend our analysis on path loss to the
room-and-pillar case.

A. The Tunnel Environment

Except studying the effects of certain parameters, the default
values are set as follows: The tunnel cross section shape is a
rectangle with a height of 6 𝑚 and a width of 10 𝑚; the

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on August 02,2010 at 15:08:05 UTC from IEEE Xplore.  Restrictions apply. 



1764 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 58, NO. 6, JUNE 2010

(a) Received power of 450 𝑀𝐻𝑧 and 900 𝑀𝐻𝑧
signals in a road tunnel (the theoretical result is
displaced 75 dB downward).

(b) Received power of 900𝑀𝐻𝑧 signal in a room-
and-pillar mining area (the theoretical one is dis-
placed 40 dB downward).

(c) Power delay profile in a Tunnel.
The signal bandwidth is 400 MHz and
the central frequency is 900 MHz.
Transceivers are 50 m apart. The theoret-
ical result is displaced 60 dB downward.

Fig. 3. Experimental and theoretical received power.

tunnel wall, ceiling and floor are made of the same material
with electrical parameters 𝜀 = 5𝜀0, 𝜎 = 0.01 𝑆/𝑚; the
tunnel interior is filled with air (𝜀 = 𝜀0, 𝜎 = 0 𝑆/𝑚). The
operating frequency (carrier frequency) is set to 1 GHz. The
wideband signal is a 20 ns wide raised-cosine pulse, which has
a bandwidth of 200 MHz. The noise floor for the wideband
signal is set to 90 dBm according to the strategy in [13]. It
yields a threshold of 80 dBm for an input 10 dB SNR. The
transmitting power is assumed to be 0 dBm. The transmitting
and receiving antennas are horizontal polarized dipoles at the
same height (one-third of the tunnel height). Both antennas
are placed at the same horizontal position of one-quarter of
the tunnel width.

1) The Operating Frequency: In Fig. 4 we illustrate the
effects of operating frequency on the path loss in tunnels.
Specifically, in Fig. 4(a) and Fig. 4(b) we give the signal power
and the corresponding power distribution among significant
modes as a function of axial distance at the frequency of
500 𝑀𝐻𝑧 and 1.0 𝐺𝐻𝑧. The curve of the signal power can
be divided into two regions. In the near region, the power
attenuates fast and fluctuates very rapidly. This is attributed
to the combined effect of multiple modes. While in the far
region, the fall in the signal power is gradual. This is due
to the fact that the higher order modes attenuate very fast as
the distance increases. Hence, the field in the far region is
governed by the few low-order modes left. The relationship
between power distribution among modes and the received
power is clearly shown in Fig. 4(a) and Fig. 4(b). Although
the operation frequency does not affect the power distribution
of modes significantly, it has an obvious influence on the
propagation constants. Signals with higher frequency attenuate
slower. Thus, as the frequency increases, the signal attenuation
decreases and the fast fluctuating region is prolonged, as
shown in Fig. 4(b).
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(a) Received signal power and the power distribution
among modes at 500 MHz.
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(b) Received signal power and the power distribution
among modes at 1 GHz.

Fig. 4. Received power in tunnels at different operating frequencies.

In Fig. 5 we analyze the effect of operating frequency and
transmission distance on the power delay profile in tunnels.
It is shown that the raised-cosine pulse is widened and the
pulse shape is distorted after propagation in the tunnel, which
is caused by the following two reasons: 1) each frequency
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(a) Power delay profile at 200 m.
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(b) Power delay profile at 1200 m.

Fig. 5. Power delay profile in tunnels at different operating frequencies.

element and the each mode of the original signal has different
propagation delay; and 2) the attenuation and phase-shift rates
of different frequency elements and modes are also different.
As shown in Fig. 5(a), the delay spreads of the 500 MHz signal
is larger than that of the 1 GHz signal when the transmission
distance is 200 m. This is because that: 1) there are multiple
significant modes for both frequency in the near region; 2)
for the signal with lower operating frequency, the differences
of group velocity between the frequency elements are larger,
which causes larger delay spread. As the transmission distance
increases to 1200 m, only lower order modes of the 500 MHz
signal are left due to its high attenuation rate. Meanwhile the
1 GHz signal still has several significant modes at 1200 m.
Hence the delay spread of the 1 GHz signal is larger in the
far region. For the same signal with different transmission
distance, it is observed that the delay spread increases as the
distance increases, which is because that the difference of
propagation delays among the modes and frequency elements
increases as the transmission distance increases. However,
after a certain distance, as higher order modes disappear in the
far region, fewer modes are left and the delay spread decreases.
Therefore, the delay spread is a function of distance, which
is an increasing function at first and become a decreasing
function after a turning point.

2) The Tunnel Size: The tunnel size has similar effects on
the path loss and the delay spread as the operating frequency.
In larger dimension tunnels, the attenuation constant

(
𝛼𝑚𝑛

in eq (3)
)

is smaller. Thus, more mode remains significant
in far regions. Therefore, the speed of the signal attenuation
decreases and the fast fluctuating region is prolonged in the
larger tunnels. Moreover, since there are more significant
modes in the larger dimension tunnel, the delay spread of
the signal in such tunnel is also larger, as shown in Fig. 6.
For horizontal polarized antennas, the tunnel width plays a
more important role because the reflection coefficients on the
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Fig. 6. Power delay profile in tunnels with different tunnel sizes at 1200 m.

horizontal ceiling and floor are larger than those on the vertical
walls. Similarly, the tunnel height weights more for vertical
polarized antenna.

3) The Antenna Position and Polarization: As discussed
above, the mode attenuation is mostly determined by the
tunnel size and operating frequency. The mode intensity is
to a large extent governed by the position of the transmitter
antenna. In Fig. 7 we give the received power and power
distribution among modes with different antenna positions and
polarizations. In Fig. 7(a) we show the case that the transmitter
antenna is placed near the center of the tunnel cross section.
The receiver antenna is placed either at the center or at the
marginal position that is one-eighth of the tunnel height and
one-eighth of the width. It is shown that the lowest modes are
effectively excited. If the receiver is also at the center, both the
signal attenuation and the fluctuation are small. If the receiver
is placed near the tunnel walls, the attenuation and fluctuation
are much more significant. In Fig. 7(b) we show the case that
the transmitter antenna is placed near the tunnel wall (1/8 of
the width and 1/8 of the height). The receiver antenna is also
placed either at the center or at the margin of the tunnel. Near
the excitation plane, the high order modes play the dominant
role. In this case, the position of receiver antenna does not
affect the received signal as much as the former case. The
attenuation and fluctuation of received power is significant,
no matter where the receiver is placed.

Besides the antenna position, we analyze different antenna
polarization in Fig 7(c). To make the effects more obvious,
we choose a wide but low tunnel (10× 3 𝑚2) here. We show
that the signal excited from a horizontal polarized antenna
attenuates much slower than that excited from a vertical
polarized one. It is consistent with the previous discussion
about the relationship between the tunnel size and antenna
polarization. Hence, it can be pointed out that: in wide but low
tunnel, the horizontal polarized antenna is more appropriate
while for narrow but high tunnel, the vertical polarized antenna
is more suitable.

In Fig. 8, we investigate the effect of antenna position and
polarization on the power delay profile in tunnels. In particular,
we show the case that the transmitter antenna is placed near the
center of the tunnel cross section in Fig. 8(a). The case that the
transmitter antenna is placed near the tunnel wall is shown in
Fig. 8(b). The comparison between the power delay profiles
of different polarizations is given in Fig. 8(c). It is shown
that the delay spread is determined by the power of existing
modes and the noise level. If more modes have much higher
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(a) Received signal power and the power distribution
among modes when Tx antenna is placed near the
tunnel center.
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(b) Received signal power and the power distribution
among modes when Tx antenna is placed near the
tunnel wall.
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Fig. 7. Path loss characteristics in tunnels with different antenna position and polarization.
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(a) Power delay profile when Tx antenna is placed
near the tunnel center.
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(b) Power delay profile when Tx antenna is placed
near the tunnel wall.
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(c) Power delay profile of different antenna polar-
ization.

Fig. 8. Power delay profile in tunnels with different antenna position and polarization at 1000 m.

power level than the noise, the delay spread is relatively larger.
Otherwise, although the pulse is widened, most of the pulse is
submerged in the noise and only a small portion of the pulse
can be observed. Hence, for different antenna positions, the
delay spread of the case when both transceivers are placed in
the tunnel center is much larger than other cases. For different
antenna polarizations, the delay spread of horizontal polarized
antenna is larger than the vertical polarized one in wide tunnels
where the width is larger than the height.

4) The Electrical Parameters: The electrical parameters
consist of permittivity 𝜀 and conductivity 𝜎. The temperature,
humidity and pressure have little influence on the air permittiv-
ity but may affect the conductivity more. However, the effect
of different conductivity of tunnel air may be neglectable,
because it is very small compared to the permittivity. There-
fore, the electrical parameters of tunnel air can be considered
the same as those of atmosphere air. Tunnel walls’ electrical
parameters can be looked up in [5], where the permittivity
of tunnel materials are in the range of 5𝜀0 ∼ 10𝜀0 and
the conductivity is on the order of 10−2 𝑆/𝑚 at the UHF
frequency band. In this value range, the received power curves
with different wall electrical parameters are very close to each
other. Hence it can be concluded that the electrical parameters
of either tunnel wall or tunnel air do not considerably influence
the signal propagation inside the tunnel.

B. The Room-and-Pillar Environment

We conduct similar simulations in the room-and-pillar en-
vironment under the condition that: 1) the average height
of the room is 6 𝑚; 2) the electrical parameters of the

ceiling and floor are 𝜀ℎ = 7𝜀0 and 𝜎ℎ = 0.01 𝑆/𝑚; 3)
the air in this mining area has the same electrical parameters
as the atmosphere (𝜀𝑎 = 𝜀0 and 𝜎ℎ = 0 𝑆/𝑚); and 4)
the transmitting and receiving antennas are vertical polarized
dipoles placed at the same height (2 𝑚). The transmitting
power is assumed to be 0 dBm.

We give the received power in dB and the corresponding
power distribution among significant modes as a function of
axial distance at the frequency of 500 𝑀𝐻𝑧 and 1.0 𝐺𝐻𝑧 in
Fig. 9(a) and Fig. 9(b), respectively. It can be observed that
the signal attenuates faster in the near region of the source
than in the far region. Due to the shadow fading and multiple-
mode operating, signals experience significant fluctuations in
both near and far region. Since higher frequency signal has
lower attenuation coefficients, more number of modes remain
significant in the far region. However, due to the shadow
fading caused by the pillars and the path loss caused by
the plane wave spreading, signal propagation with different
operating frequency does not have significant differences.

Besides the operating frequency, other factors such as room
height, antenna position/polarization and electrical parameters
in the room-and-pillar environment affect signal propagation
in a similar way as in the tunnel case. However, their influence
is much smaller, which can be explained as follows. Compared
to the tunnel case, signals in the room-and-pillar mining area
experience extra multipath fading caused by the pillars. More-
over, higher path loss is experienced by the wave spreading
in the room.
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(a) Received signal power and the power distribution
among modes at 500 MHz.
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(b) Received signal power and the power distribution
among modes at 1 GHz.

Fig. 9. Path loss characteristics in room-and-pillar environments with
different operating frequencies.

V. CONCLUSION

Accurate and applicable channel model is needed to predict
the wireless propagation characteristics in underground mines
and road tunnels. We analyze the typical structures of current
underground mines and road tunnels, and divide the channels
in those environments into two cases: tunnel channel and
room-and-pillar channel. Currently there is no theoretical
channel model for the room-and-pillar case. Existing tunnel
channel models do not provide an analytical solution for both
near and far regions. In this paper, we develop the multimode
model to address those problems. Based on the proposed
channel model, our analysis shows that:

∙ For tunnel environment:
1) Due to the combination of multiple modes, high signal
attenuation and intense fluctuation occur in the near
region. The fall in the received power is gradual in the
far region because the higher order modes attenuate very
fast as the distance increases. The division of near and
far region depends on the operation frequency, the tunnel
size and the transmitter positions, which is quantitatively
analyzed for the first time.
2) The attenuation is mostly determined by the tunnel
size and operating frequency, while the power distribu-
tion among modes is governed by the position of the
transmitter’s antenna.
3) The delay spread of the wideband signals is determined
by how many significant modes exist and how long the
transmission distance is.
4) The humidity, pressure and temperature of the tunnel
air, as well as the material of tunnel walls have little
influence on the signal propagation in tunnels.

∙ For room-and-pillar environment:
Signal propagation has similar characteristics as in the
tunnel case. The difference is that signals experience
significant fluctuations in both near and far regions.
Additionally, the operating frequency, the room height,
the antenna position/polarization and the electrical pa-
rameters have much smaller influence on the channel
characteristics in the room-and-pillar environment than
in the tunnels.

APPENDIX A
SIMPLIFICATION OF REFLECTION COEFFICIENTS

If the tunnel size is much larger than the free-space wave-
length of the incidence wave, the reflection coefficients are
given by [27]:

𝑅(𝑘ℎ) =
cos𝛼−

√
𝑘ℎ − sin2𝛼

cos𝛼+
√
𝑘ℎ − sin2𝛼

;

𝑆(𝑘𝑣) =
𝑘𝑣 cos𝛽 −

√
𝑘𝑣 − sin2𝛽

𝑘𝑣 cos𝛽 +
√
𝑘𝑣 − sin2𝛽

(A.1)

where 𝛼 is the incident angle of rays on the horizontal
ceiling/floor; and 𝛽 is the incident angle of rays on the vertical
walls. Since we only consider the rays with small grazing
angle (otherwise the path loss is huge), 𝑅(𝑘ℎ) and 𝑆(𝑘𝑣) can
be approximated as:

𝑅(𝑘ℎ)=−exp
(−2 sin𝛼√

𝑘ℎ−1

)
; 𝑆(𝑘𝑣)=−exp

(−2𝑘𝑣 sin𝛽√
𝑘𝑣−1

)
(A.2)

APPENDIX B
SADDLE POINT METHOD

2-dimensional saddle point method [24] provides
the approximate integration results of the form∫ 𝑏
𝑎

∫ 𝑑
𝑐
𝑔(𝑢, 𝑣)𝑒ℎ(𝑢,𝑣)𝑑𝑢𝑑𝑣. The integration in (11) has

exactly the same form, where

𝑔(𝑢, 𝑣) =
𝐸0√

𝑢2 + 𝑣2 + 𝑧2
(B.1)

ℎ(𝑢, 𝑣) = −𝑗𝑘
√
𝑢2 + 𝑣2 + 𝑧2 − 𝑗

𝑚𝜋

2𝑎
(𝑥0 − 𝑢) (B.2)

− 𝑗
𝑛𝜋

2𝑏
(𝑦0−𝑣)− 2√

𝑢2+𝑣2+𝑧2

( ∣𝑣∣𝑝(𝑣)√
𝑘ℎ−1

+
∣𝑢∣𝑘𝑣𝑞(𝑢)√

𝑘𝑣−1

)
Note that the last term in (B.2) can be omitted since√
𝑢2 + 𝑣2 + 𝑧2 is much larger than 1.
The saddle point of the integration is (𝑢0, 𝑣0) so that

∂ℎ(𝑢,𝑣)
∂𝑢 ∣𝑢=𝑢0 = 0 and ∂ℎ(𝑢,𝑣)

∂𝑣 ∣𝑣=𝑣0 = 0. Hence the saddle
point for (11) can be calculated as:

𝑢0 = ∣𝑧∣ ⋅ tan 𝜃𝑚; 𝑣0 = ∣𝑧∣ ⋅ tan 𝜃𝑛 (B.3)

where

𝜃𝑚 = arcsin
𝑚𝜋

2𝑘𝑎
; 𝜃𝑛 = arcsin

𝑛𝜋

2𝑘𝑏
(B.4)

Then the approximate results of the integration can be ex-
pressed as:∫∫ ∞

−∞
𝑔(𝑢, 𝑣)𝑒ℎ(𝑢,𝑣)𝑑𝑢𝑑𝑣 ≃ (B.5)

𝑔(𝑢0, 𝑣0)⋅𝑒ℎ(𝑢0,𝑣0) ⋅ 𝜋√∣∣∣∂2ℎ(𝑢0,𝑣0)
∂𝑢2

∣∣∣⋅∣∣∣∂2ℎ(𝑢0,𝑣0)
∂𝑣2

∣∣∣−(∂2ℎ(𝑢0,𝑣0)
∂𝑢∂𝑣

)2
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By this way, the approximate result of the integration in
(11) can be obtained by substituting (B.1), (B.2) and (B.3)
into (B.5), and finally we derive the closed-form expression
shown in (12).
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